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Introduction

HVR is a powerful software product that enables real-time homogeneous and heterogeneous data replication. HVR uses
various CDC (Change Data Capture) methods to replicate changes between databases, directories (file locations), as
well as between databases and directories, that HVR calls 'locations'. Locations can either be a source or a target. Each
change in a source location is captured by HVR, transmitted and then applied to a target location. Database CDC
technology is also referred to as a 'log mining process' that reads a database transaction log for relevant transactions.
HVR uses its own internal log mining technology along with certain database vendor APIs. The CDC method that HVR
uses during a replication depends on various settings defined/configured within HVR.

HVR has a built-in compare feature that allows real-time verification to ensure that the source and target locations are in
sync. In addition, HVR has a replication monitoring feature allowing users to actively monitor the status of replication,
including viewing real-time data flow statistics. All actions can be securely monitored using the event audit feature to
ensure that all actions taken are logged.

Advantages

Log based CDC has minimal impact on a source databases

Low latency gathering of changes made on a source database

Changes keep transactional integrity

Changing source applications is not required

Flexibility allows for trade-offs in remote versus local capture, as well as capture once, deliver to multiple,
scenarios

Resiliency against failures allows for recovery without data loss

® Setup is available both via graphical user interface and CLI

Capabilities

Feed a reporting database

Populate a data warehouse or data lake

Feed Kafka or other streaming platforms

Migrate from on-premises to cloud e.g. move from on-premises Oracle to AWS Oracle RDS with little or no

downtime

® Move data from one cloud vendor to another cloud vendor supporting intra-cloud, inter-cloud and hybrid cloud
deployments

® Consolidate multiple databases

® Keep multiple geographically distributed databases in sync

® Migrate from one hardware platform to another, e.g. move from an AlX platform to a Linux platform with little or no
downtime

* Migrate from an older database version to the latest supported version

® Migrate from one database technology to another, e.g. from Oracle to PostgreSQL

©2020 HVR Software. All Rights Reserved.
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Architecture Overview

HVR supports a distributed architecture for database and file replication. HVR is a comprehensive software system that
has all of the needed modules to run replication. This includes a mechanism called HVR Refresh for the initial loading of
the database, a continuous capture process to acquire all the changes in the source location, an integrate (or apply)
process that applies the changes to the target location, and a compare feature that compares the source and target
locations to ensure that the data is the same on both sides. A location is a storage place (for example, database or file
storage) from where HVR captures (source location) or integrates (target location) changes. Locations can be either
local (i.e. residing on the same machine as the HVR hub) or remote (residing on a remote machine, other than the hub).

HVR software may be installed on the most commonly used operating systems. HVR reads the transaction logs of the
source location(s) in real time. That data is then compressed, optionally encrypted, and sent to a 'hub machine'. The hub
then routes the data and then integrates (applies) the data into the target location(s).

Source Location Server Hub Location Server Target Location Server
___________ HVR
" HVR |
Hub DB Scheduler | |
RDBMS, Files, i HVR ; ) i HVR RDBMS, Files,
Other - | Compressed, Secure, Efficient HVR - Hub and | +  Compressed, Secure, Efficient | - Other
Supported ’ Remote | T *| Remote Agent | ! »| Remote Supported
Platforms | Agent ey e | | Agent Platforms
Log Files Router Files :
I
‘ HVR - GUI ‘
User PC
HVR Hub

The HVR hub is an installation of HVR on a server machine (hub server). The HVR hub orchestrates replication in
logical entities called channels. A channel groups together locations and tables that are involved in the replication. It
also contains actions that control the replication. The channel must contain at least two locations. The channel also
contains location groups - one for the source location(s) and one for the target location(s). Location groups are used for
defining actions on the locations. Each location group can contain multiple locations.

The hub machine contains the HVR hub database, Scheduler, Log Files, and Router Files.

® Hub Database
This is a database which HVR uses to control replication between source and target locations. For the list of
databases that HVR supports as a hub database, see section Hub Database in Capabilities. The hub
database contains HVR catalog tables that hold all specifications of replication such as the names of replicated
databases, replication direction and the list of tables to be replicated.

® HVR Scheduler
The hub runs an HVR Scheduler service to manage replication jobs (Capture jobs, Integrate jobs, Refresh jobs,
Compare jobs) that move data flow between source location(s) and target location(s). To either capture or apply (
integrate) changes, the HVR Scheduler on the hub machine starts the capture and integrate jobs that connect
out to source and target locations.

® |og Files
Log files are files that HVR creates internally to store information from scheduled jobs (like Capture jobs,
Integrate jobs, Refresh jobs, Compare jobs) containing a record of all events such as transport, routing and
integration.

® Router Files
Router files are files that HVR creates internally on the hub machine to store a history of what HVR captured and
submitted for integration, including information about timestamps and states of the capture and integrate jobs,
transactions, channel locations and tables, instructions for a replication job, etc.

©2020 HVR Software. All Rights Reserved.
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HVR Remote Agent

Any installation of the HVR software can play the role of the HVR hub and/or an HVR remote agent. The HVR remote
agent is an installation of the HVR software on a remote source and/or target machine that allows to implement a
distributed setup. The HVR hub can also be configured to work as a HVR remote agent to enable the HVR GUI on a
user's PC to connect to the HVR hub.

The HVR remote agent is quite passive and acts as a child process for the hub machine. Replication is entirely
controlled by the hub machine.

A Even though HVR recommends using HVR remote agent with the distributed setup, HVR can also support an
agent-less architecture.

To access a remote location, the HVR hub normally connects to the HVR remote agent using a special TCP/IP port
number.

® |f the remote machine is Unix or Linux, then the system process (daemon) is configured on the remote machine
to listen on this TCP/IP port. For more information, refer to section Configuring Remote Installation of HVR on
Unix or Linux.

® |f the remote machine is a Windows machine, then HVR listens using HVR Remote Listener (a Windows
service). For more information, refer to section Configuring Remote Installation of HVR on Windows.

Alternatively, HVR can connect to a remote database location using a DBMS protocol such as Oracle TNS.
HVR GUI

HVR can be managed using a Graphical User Interface (GUI). The HVR GUI can run directly on the hub machine if the
hub machine is Windows or Linux.

Otherwise, it should be run on the user's PC and connect to the remote hub machine. In this case, the HVR installation
on the hub machine will play dual role:

®* Works as an HVR hub which will connect to the HVR remote agent available on the source and target locations.
®* Works as an HVR remote agent to enable the HVR GUI on the user's PC to connect to the HVR hub.

HVR Refresh

The HVR Refresh feature allows users to initially load data directly from source tables to target tables or files. To
perform the initial materialization of tables, users simply create target tables based on the source layouts, and then move
the data from the source tables to the target. HVR provides built-in performance options to help reduce the time it takes
to initially load the tables. HVR can run jobs in parallel, either by table or location. For large tables, you can instruct HVR
to slice the data into data ranges for improved parallelism. Behind the scenes, HVR further improves initial load
performance by using the native bulk load capabilities of the database vendor, which typically offer the most efficient way
to load the data without requiring HVR users to configure utilities or write scripts.

HVR Compare

The HVR Compare feature ensures that the source and target locations are both 100% the same. HVR has two
methods of comparing data: bulk and row by row. During the bulk compare, HVR calculates the checksum for each table
in the channel and compares these checksums to report whether the replicated tables are identical. During the row by
row compare, HVR extracts data from a source (read) location, compresses it, and transfers the data to a target (write)
location(s) to perform the row by row compare. Each individual row is compared to produce a 'diff' result. HVR also has a
repair feature. For each difference detected, an SQL statement is written: an insert, update or delete. This SQL
statement can then be executed to repair so that the source and targets are the same. For large tables, you can instruct
HVR to slice the data into data ranges for improved parallelism.

©2020 HVR Software. All Rights Reserved.
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Replication Overview

The runtime replication system is generated by command HVR Initialize in the GUI or hvrinit from the command line on
the hub machine. HVR Initialize checks the channel and then creates the objects needed for replication, plus replication
jobs in the HVR Scheduler. Also for trigger based capture (as opposed to log based capture), HVR creates database
objects such as triggers (or 'rules’) for capturing changes. Once HVR Initialize has been performed, the process of
replicating changes from source to target location occurs in the following steps:

1. Changes made by a user are captured. In case of log based capture these are automatically recorded by the
DBMS logging system. For trigger based capture, this is done by HVR triggers inserting rows into capture tables
during the user's transaction.

2. When the 'capture job' runs, it transports changes from the source location to router transaction files on the hub
machine. Note that when the capture job is suspended, changes will continue being captured (step 1).

3. When the 'integrate job' runs, it reads from the router transaction files and insert, update and delete statements
on the target location to mimic the original change made by the user.

Runtime replication requires that the HVR Scheduler is running. Right click on the hub database to create and start the
HVR Scheduler.

'3 B
® Scheduler B
Class Database Connection
Orade ORACLE_HOME | D:\prade\1210
e ORACLE_SID |HVR1210
o Sprye
Sk SRR NS
DE2 LiruxUnix dows
User b
NE7 For —
L 1
:":5-5-'.:f FEFEERNBEEREES
Teradata
Create... Start Test ” Stop ‘ Destro
I Close I I Help
Service is running.
L

HVR Initialize creates jobs in suspended state. These can be activated using the GUI by right clicking on a channel and
select Start. Like other operations in the HVR GUI, starting jobs can also be done from the command line. See

command hvrstart.

The HVR Scheduler collects output and errors from all its jobs in several log files in directory $HVR_CONFIG/log/hubdb
. Each replication job has a log file for its own output and errors, and there are also log files containing all output and
only errors for each channel and for the whole of HVR.

©2020 HVR Software. All Rights Reserved.
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i B
® HiR (= [ e
File View Help

-I@Hub Machines | Start Page Jobs

= j myserver:4343 lob : State Retries Recent Err
=5 hvrhub
l_f_l--__—ancaﬁon Configuration hvrdemo-cap-src  SUSPEND
b | are hvrdemao-integ-tgt SUSPERD
. d tgt
[=I- [*Z1Channel Definitions
B Sihvrdemo
El _—||Lc:n:at|-:|n Groups
{ L. SRCGRP ol I | ’
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E"'—TI]Tab!lES anr’GrDap Attribute
i [=|dm51_order
5----Jdm51jrnduct HVRDEMO-CAP  retry_delay 10 1200
e S HvRNEMO-INTEG retry_delay 10 1200
= ._:.hurdemu Sl quota_speed 201
=- = hvrdemo-cz Stop

e [ hvrdem All Jobs in Systern #
= [ hvrdemo-in
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Dutput Clear Recent Errors g =

ﬂlllﬂ]llWl e e

iRy = S T s = e
e Ll ooy s ﬂlr b | Hjpazsdl TR sl Eﬁ bl

| leload Johs ||
Properiics

e

To view errors, right-click the job underneath the Scheduler node in the navigation tree pane and select View Log.
These log files are named chn_cap_loc.out or chn_integ_loc.out and can be found in directory $HVR_CONFIG/log

/hubdb.

©2020 HVR Software. All Rights Reserved.
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Replication Topologies
HVR supports data replication across multiple heterogeneous systems. Below are basic replication topologies that allow
you to construct any type of replication scenario to meet your business requirements.
® Uni-directional (one-to-one)
Broadcast (one-to-many)
Consolidation (many-to-one)
Cascading
Bi-directional (active/active)
Multi-directional

Uni-directional (one-to-one)

This topology involves unidirectional data replication from a source location to a target
location. This type of topology is common when customers look to offload reporting,
feeding data lakes, and populating data warehouses.

Broadcast (one-to-many)

This topology involves one source location, from which data is distributed to multiple
target locations. The one-to-many topology is often used to distribute the load across

multiple identical systems, or capture once and deliver to multiple destinations. For

example, this may be adopted for cloud technologies targeting both a file-based data
—< lake using a distributed storage systems such as S3 or ADLS, as well as a relational

database for analytics such as Snowflake, Redshift, or Azure Synapse Analytics.

Consolidation (many-to-one)

This topology involves multiple source locations consolidating data into one target
location. The many-to-one is the topology for data warehouse or data lake
consolidation projects, with multiple data sources feeding into a single destination, or
for the use case of multiple distributed systems, typically containing a subset of data
(e.g. local branches), all feeding into a central database for analytics and reporting.

©2020 HVR Software. All Rights Reserved.
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Cascading

This topology involves a source location pushing data to a target
location, whereas the target also acts as a source distributing the

data out to multiple target locations. This is typically used to
replicate data into a data warehouse and building individual data
— —<: marts.

Bi-directional (active/active)

A bi-directional topology assumes that data is replicated in both directions, and end
users (applications) modify data on both sides. It is also referred to as an active/active
scenario to keep two systems in sync, giving the ability to share the replication load
across the systems, as well as their high availability. This is typical in a geographically

— distributed setup, where the data should always be local to the application, or in a

— high availability setup. HVR provides a built-in loop-back detection mechanism to
protect the systems from boomerang loop-back issues, as well as collision detection
and resolution mechanism. For steps to configure a bi-directional replication, see
section Configuring Multi-Directional Replication.

Multi-directional

A multi-directional active/active replication involves more than two locations that
e 8 stay synced up. This is a typical scenario for geographically distributed systems,

where any changes made to any node will be propagated to all the other nodes

within this network. This type of replication generally introduces a number of
additional challenges beyond regular active/active replication: network latency,
bandwidth reliability, or a combination of these. HVR provides technology to
address all these challenges, including automatic recovery via the built-in
scheduler, optimized network communication with high data compression, etc. For

e steps to configure a multi-directional replication, see section Configuring Multi-
Directional Replication.

©2020 HVR Software. All Rights Reserved.
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HVR Release Life Cycle

Contents

® Support Duration for HVR Releases

® Compatibility Between HVR Versions
® Supported Operating System (OS) Releases
® Supported DBMS Releases

Support Duration for HVR Releases

®* Major HVR versions released since 2019 (starting from HVR 5.6) are supported for 3 years from their General
Availability (GA) release date.

® A minor release (e.g. HVR 5.3.0) or an HVR patch (e.g. HVR 5.3.0/1 or HVR 5.3.0/1.1) does not prolong the
support duration. For example, if HVR 5.3 will expire at date X then that date will not be extended if HVR 5.3.2 is
released a year later.

* HVR offers "extended" support beyond these end of support dates. The duration of extended support is
determined on a case-by-case basis.

The following table shows the release and support dates for the most recent major HVR releases:

HVR Release  GA Release Date  End of Support  Support Status

HVR 5.7 2020-07-22 2023-12-31 Regular
HVR 5.6 2019-07-08 2023-12-31 Regular
HVR 5.5 2018-10-23 2023-10-23 Regular
HVR 5.3 2018-01-02 2023-01-02 Regular
HVR 5.2 2017-07-19 2022-07-19 Regular
HVR 5.1 2016-10-18 2021-10-18 Regular
HVR 5.0 2016-04-20 2021-04-20 Regular
HVR 4.7 2015-03-24 2020-03-24 Support Ended

Compatibility Between HVR Versions

®* HVR versions are 'network compatible' with the two previous HVR major versions, but not with HVR versions that
have a different initial number. For example HVR 5.6 is network compatible with 5.5 and 5.3, but not with HVR 5.2
nor with (future) HVR 6.0.

®* When using a mix of HVR versions, note that each bug fix or feature is only effective if the correct installation is
upgraded. For example, if a new HVR release fixes an integrate bug, then that release must be installed on the
installation(s) which do(es) integrate. So if only the GUI and/or hub installation(s) is(are) upgraded, then there will
be no benefit. To decide whether each installation needs to be upgraded, see the descriptions in the release
notes (available in HYR_HOME/hvr.rel). Each description ends with a line saying which installation(s) must be
upgraded for that specific bug fix or feature to be effective.

Supported Operating System (OS) Releases

® The HVR release notes (available in HYR_HOME/hvr.rel) lists the supported OS versions (such as "Solaris for
SPARC, version 10 and higher") for each HVR release.

®* HVR only specifies the initial OS version for Unix systems; certification for subsequent OS versions (e.g. Solaris
version 10) by HVR is automatic due to OS supplier's own forward compatibility guarantees.

©2020 HVR Software. All Rights Reserved.
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Once an OS version is supported by HVR, support for that platform will continue until the OS supplier ends its
"mainstream support”. After that date HVR support goes from "regular" to "Sunset" support, which means that
HVR support continues (including new HVR versions for it), but eventually it may be withdrawn without notice.

A customer may request that HVR makes support for an OS version "extended" instead of "Sunset", which means
that support will not be withdrawn as long as the customer continues to share information about the production
status of that OS version for the customer and HVR continues to have the reasonable ability to support the

platform.

® A consequence of the end of HVR support is that HVR is no longer able to supply patches for that OS version.

® HVR supports Linux based on a minimal glibc version of 2.12 which is not limited to the Enterprise products

below. As long as the version of Linux is compatible with glibc it should work.

To see which OS releases are supported by HVR, see Platform Compatibility Matrix.

The following table shows the OS suppliers support status of specific OS versions as known by HVR.

OS Version Release Date from Supplier End of Mainstream Support from Supplier HVR Support Status
AIX 7.2 2015-12-01 2022-11-30 Regular
AIX 7.1 2010-19-10 2023-04-20 Regular
AIX 6.1 2008-09-12 2017-04-30 Sunset by IBM
HPUX Itanium 11.31 2007-01-02 2014-01-12 Sunset by HP
HPUX Itanium 11.23 2003-01-10 2010-01-12 Sunset by HP
Red Hat 8 2019-05-07 Regular
Red Hat 7 2014-06-10 2024-06-10 Regular
Red Hat 6 2010-10-11 2020-11-30 Regular
Red Hat 5 2007-03-15 2017-03-31 Sunset by RedHat
SUSE ES 15 2018-07-16 Regular
SUSE ES 12 2014-10-27 2024-10-31 Regular
SUSE ES 11 2009-03-24 2019-03-31 Sunset by SUSE
Solaris 11 2011-01-11 2021-01-11 Regular
Solaris 10 2005-01-01 2018-01-01 Sunset by Oracle
Windows Server 2016 2016-09-26 2022-01-11 Regular
Windows 10 2015-07-29 2019-04-09 Sunset by Microsoft
Windows Server 2012 2012-10-30 2018-09-10 Sunset by Microsoft
Windows Server 2008 2008-12-29 2015-01-13 Sunset by Microsoft

Supported DBMS Releases

® The HVR release notes (in $HVR_HOME/hvr.rel) lists the supported DBMS versions (such as "Oracle: version

12.1, 12.2, 18c and 19c¢") for each HVR release. The list of supported DBMS versions is different for HYR on
each OS platform.

Subsequent major versions of the DBMS (such as "Oracle 20") are not automatically supported, but may be
recertified by HVR after QA testing. But patches to a supported DBMS version are automatically supported by
HVR (no recertification is done at patch level).

Once a DBMS version is supported by HVR on a given OS platform, support for that DBMS version will continue
at least until the DBMS supplier ends its "mainstream support”. After that date HVR support goes from "regular” to
"Sunset" support, which means that HVR support continues (including new HVR versions for it), but eventually it
will be withdrawn without notice.
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® A customer may request that HVR makes support for a DBMS version "extended" instead of "Sunset”, which
means that support will not be withdrawn as long as the customer continues to share information about the
production status of that DBMS version for the customer.

® A consequence of the end of HVR support is that HVR is no longer able to supply patches for that DBMS.

To see which DBMS releases are supported by HVR, see Platform Compatibility Matrix.

The following table shows the DBMS suppliers support status of specific DBMS versions as known by HVR.

DBMS Version Release Date from Supplier End of Mainstream Support from Supplier HVR Support Status

Oracle 19 2019-02-13 2026-03-31 Regular
Oracle 18 2018-02-16 2021-06-08 Regular
Oracle 12.2 2017-03-01 2022-03-31 Regular
Oracle 12.1 2013-01-06 2018-01-07 Sunset by Oracle
Oracle 11.2 2009-01-09 2015-01-01 Sunset by Oracle
Ingres 11.1 2019-04-17 2023-04-30 Regular
Ingres 11.0 2017-03-21 2022-06-30 Regular
Ingres 10.2 2014-09-04 2019-09-01 Sunset by Actian
Ingres 10.1 2012-05-01 2017-05-31 Sunset by Actian
Ingres 10.0 2010-09-01 2016-12-31 Sunset by Actian
SQL Server 2019 2019-11-04 2025-01-17 Regular
SQL Server 2017 2017-10-02 2022-10-11 Regular
SQL Server-2016 2016-06-01 2021-07-13 Regular
SQL Server 2014 2014-06-05 2019-06-05 Sunset by Microsoft
SQL Server 2012 2012-05-20 2017-11-07 Sunset by Microsoft
SQL Server 2008 2008-11-06 2014-08-07 Sunset by Microsoft
DB2fori 7.4 2019-04-15 Not Announced Regular
DB2fori 7.3 2016-04-15 Not Announced Regular
DB2fori 7.2 2014-05-02 2021-04-30 Regular
DB2fori 7.1 2010-04-23 2018-04-30 Sunset by IBM
DB2 for LUW 11.5 2019-06-25 Not Announced Regular
DB2 for LUW 11.1 2016-06-01 Not Announced Regular
DB2 for LUW 10.5 2013-07-26 Not Announced Regular
DB2 for LUW 10.1 2012-06-11 2017-09-30 Sunset by IBM
DB2 for LUW 9.8 2010-01-15 2015-01-05 Sunset by IBM
DB2 for LUW 9.7 2010-11-19 2015-01-05 Sunset by IBM
Analytic DBMS Version Release Date from End of Mainstream Support from HVR Support
Supplier Supplier Status
Actian Vector (Vectorwise) 2016-06-01 2020-06-30 Regular
5.x
Actian Vector (Vectorwise) 2015-03-01 2018-12-31 Sunset by Actian
4.x
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Greenplum 5.x
Greenplum 4.3.x
Teradata 16 & 16.10

Teradata 15 & 15.10

2017-09-14 2020-09-30

2013-12-05 2020-02-29

©2020 HVR Software. All Rights Reserved.

Regular

Sunset

Regular

11



HVR User Manual - 5.7

Document Conventions

Contents

Menu

File or Directory Path

Info

Note

Platform Specific Functionality
Available Since

This section explains the conventions used in HVR documentation.

Convention

bold

italics

hvrsuspend -u hubdb cha
nnel

[]

Menu

Description

Indicates computer 'words' that are fixed like actions, action parameters,
commands, command parameters, file names, directory paths, or SQL
command in running paragraphs, such as 'grant execute permission’.

Indicate computer words that are variable or placeholder text.
For example, in a directory path such as $HVR_CONFIG/log/hubdb the word
'hubdb' is in italics indicating that it is a placeholder text and should be replaced

by the actual word that is applicable to you.

Code examples, syntax, or commands recognized by the system are displayed
in code block with mono spaced font.

Square brackets indicate optional arguments/entries. There can be multiple
arguments in square brackets.

The vertical line or pipe sign (| ) separates a mutually exclusive set of options
/arguments.

12

Menu selection sequences are displayed in bold and each selection is divided by the " sign. For example, select Tools
Data Entity Organization. This means select the menu option Tools in the menu bar, then select menu option Data in
the Tools menu, followed by selecting menu option Entity in the Data sub-menu and finally click on menu option

Organization in the Entity sub-menu.

File or Directory Path

Many path-names are shown using Unix conventions, e.g. using a forward slash '/* as file or directory path delimiter.

For the Microsoft Windows platform this can be understood as a backward slash '\'.

Generally HVR converts between forward and backward slashes as appropriate, so the two can be used

interchangeably.
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Info

Indicates this is an informational text.

Note

Indicates this is a note.

Platform Specific Functionality

Indicates functionality only supported on Oracle

Oracle
Indicates functionality only supported on Ingres or Vectorwise
Ingres
Indicates functionality only supported on SQL Server
SQL Server
Indicates functionality only supported on DB2
DB2
Indicates functionality only supported on Salesforce.com
Salesforce

Indicates functionality only supported on Unix and Linux
Unix & Linux

Indicates functionality only supported on Microsoft Windows
Windows

Available Since

Since vxxx Indicates the version of HVR that the item/feature was introduced.

©2020 HVR Software. All Rights Reserved.
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Installing and Upgrading HVR

This section provides information on installing, upgrading, and configuring HVR software on various platforms. Before
proceeding with the installation, ensure that the following are available.

HVR Installation Distribution

Download an HVR installation distribution for your specific operating system at https://www.hvr-software.com/account/.
To request a trial version, please visit https://www.hvr-software.com/free-trial/. Read the "COMPATIBILITY" section of
the accompanying release notes (hvr.rel available in HYR_HOME directory) to ensure the version is compatible with the
operating system and DBMS or refer to the relevant section in the HVR documentation - Platform Compatibility Matrix.

Hub Database

Install a database that will serve as a hub database. This database can be Oracle, Ingres, Microsoft SQL Server, DB2
for Linux, UNIX and Windows, DB2 for |, PostgreSQL, Hana or Teradata. Initially, the database may be empty. The hub
database will be used as a repository for the HVR channels. It will contain the list of tables to be replicated, actions
defined, etc. For Oracle, the hub database is normally just an empty schema within the capture database or the target
database. For more information about the grants for hub database, refer to the respective Location Class Requirements
section.

HVR License File

After purchasing an HVR license, the HVR technical support will send you an email with an HVR license file (hvr.lic).
For more information on the license file and how to install it, refer to the HVR Licensing section.

The following topics provide essential information needed to install the HVR software on various platforms.

®* HVR Licensing

® System Requirements

® Installing HVR on AWS

® |nstalling HVR on Azure

® |nstalling HVR on macOS

® [nstalling HVR on Unix or Linux
® |nstalling HVR on Windows

® |nstalling HVR in a Cluster

® Upgrading HVR

® Downgrading HVR

® Migrating HVR Hub to New Server

® Upgrading from HVR Version 4 to 5
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HVR Licensing

Contents

® HVR License File
® Multi-Licensing
® Fingerprint Restricted License

HVR License File

After installing the HVR software, you need to obtain an HVR license file (hvr.lic) which is normally delivered separately
to each customer by the HVR technical support when purchasing an HVR license. A license file may have a date
attached (e.g. hvr20201010.lic). Ensure to rename it as hvr.lic when you install the file. The expiration date is often
added so that you are aware of the date the license expires.

After receiving the license file, save it to the $SHVR_HOME/lib directory.

An HVR license file contains the comments section on what the license mandates. For example, the contents of the file
may be as follows:

&27932ncBhAbB1ErSIWY /SANdPHCD7omsgZ 7VdTQx742u533T1G78pCq5TScCuBIWUScBCPwnFoZ JuVVAyNXF#&yPNHE . ITtNb/hVpwQkPxzPLyXGOwfl
HVR license issued 20208-83-38

Hub platform: *

Expiry date: 2825-84-081

HVR features: repl|cmp|refr

Capture locations: classes=file|sglserver
Integrate locations: classes=sglserver|file

o H K

Multi-Licensing

HVR supports multi-licensing scenario when multiple license files are supplied for a system, i.e. one for a certain number
of source/targets, and another for a specific feature like SapXForm. In this case, all the license files should stored in the
$HVR_HOME/lib directory, but with different names (e.g. hvr.lic and hvrsapx.lic). They must all end with a .lic suffix.
Their effect is "additive", that is, if one allows 3 sources and the other allows 2 sources, then 5 sources are allowed for
that system.

Fingerprint Restricted License

Some HVR licenses require a fingerprint, which is a unique identifier of the machine, on which the HVR hub is installed.
You will need to provide the fingerprint to the HVR technical support in order to obtain the fingerprint restricted license.

Prerequisites: The HVR hub should be installed on the machine.
There are two ways to determine the hub fingerprint:

® Execute the hvrfingerprint command in the command prompt utility on the machine, on which the HVR hub is
installed.

vrfingerprint

or
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® Register the HVR hub in the HVR GUI and click the Hubs tab in the right pane. The relevant hub fingerprint is
displayed in the Host Fingerprint column.

® HvR - o X
Eile  Niew Help
) Hub Machines Start Page Hubs
- 5| localhost Hub Machines HVR Version Host Fingerprint
localhost 5.6.0/0.1 F233193
Actions Attributes =

A When you first connect to a hub database without a license, you may receive a warning message requesting to
obtain a regular license file from the HVR technical support and displaying the fingerprint of the hub machine.
Alternatively, for locations with on-demand licensing, such as Amazon Marketplace or Azure, you need to
configure the on-demand licensed location using the LocationProperties /CloudLicense parameter.

An HVR license file with a fingerprint may be as follows:

&27932ncBhAbB1ErSIWY /SANdPHCD7omsgZ 7VdTQx742u533T1G78pCq5TScCuBIWUScBCPwnFoZ JuVVAyNXF#&yPNHE . ITtNb/hVpwQkPxzPLyXGOwfl
HVR license issued 20208-83-38

Hub platform: *

Expiry date: 2825-84-081

HVR features: repl|cmp|refr

Capture locations: classes=file|sglserver
Integrate locations: classes=sglserver|file
Hub fingerprint: P233198

HH ot K H K
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System Requirements

This section provides information on the hardware and software requirements for HVR. It contains the following sections:

®* HVR Installation Location
® Disk Requirements

®* Network Requirements
® Server Requirements

® Supported Operating Systems

©2020 HVR Software. All Rights Reserved.

17



HVR User Manual - 5.7 18

HVR Installation Location

The HVR software may be installed as an HVR hub and as a remote agent.

For using HVR as HVR hub, the HVR software must be installed on the hub machine. If a database involved in
replication is not located on the hub machine, HVR can connect to it in two ways: either using the network database's
own protocol (e.g. SQL*Net or Ingres/Net) or using an HVR remote connection (recommended).

HVR remote agent is an additional installation of HVR (within the HVR distributed architecture) that does not play the
role of the HVR hub and does not run the Scheduler service. The HVR remote agent is installed on a remote machine of
the source or target location for optimized communication with the HVR hub. For the HVR remote agent location, the
HVR software can also be installed on the remote machine to connect to the hub machine. If the DBMS's own protocol is
used for remote connection, then no HVR software needs be installed on the remote agent machine.

If the HVR replication configuration is altered, all the reconfiguration steps are performed on the hub machine;
installation files on the remote machine are unchanged.

It is recommended that HVR is installed under its operating system account (e.g. hvr) on the hub machine and each
remote location containing the replicated database or directory. However, HVR can also use the account that owns the
replicated tables (e.g. the DBA's account) or it can use the DBMS owner account (e.g. Oracle or Ingres). Any login shell
is sufficient.

HVR makes no assumptions about there being only one installation per machine, and locations sharing a single machine
need only have HVR installed once and HVR can easily replicate data between these locations.
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Disk Requirements

The full HVR distribution occupies approximately 90 MB. The following illustrates the disk usage on the hub machine:

’ HVR_HOME

’ HVR_CONFIG
diff

files

intermediate

job
jobstate

jnl

log
logarchive

router

b . i A . . . . .

tmp

4 HVR_TMP

200 MB

Contains differences identified by event-based compare. These are compressed files and could
amount to a lot of data unless cleaned up.

Smaller than 1 MB

For event-based file compare with direct connection to a local file target. This scenario is rare but
could lead to a lot of data in the directory.

Smaller than 1 MB
For the event-based compare. There will not be much data in the directory.

Compressed data files, grows every time data is replicated. Only used if Integrate
/JournalRouterFiles is enabled, can then be cleaned up/maintained through a maintenance task.

Output from scheduled jobs containing a record of all events such as transport, routing and integration.
Copies of log files from /log directory created by command hvrmaint —archive_keep_days.
Compressed data files, grows if replication has a backlog.

Temporary files if $SHVR_TMP is not defined.

Temporary files and working directory of scheduled jobs.

The following illustrates the disk usage on a remote location:

4 HVR_HOME

W HVR_CONFIG

’ files

’ intermediate

’ tmp

4 HVR_TMP

200 MB. For a HVR remote location, this space can be reduced to only the commands required for
the HVR remote agent using command hvrstrip -r.

Smaller than 1 MB

For event-based file compare with direct connection to a local file target. This scenario is rare but
could lead to a lot of data in the directory.

Temporary files if $BHVR_TMP is not defined.

Temporary files.

For replicating files, HVR also requires disk space in its 'state directory'. This is normally located in sub-directory
_hvr_state which is inside the file location's top directory, but this can be changed using parameter LocationProperties
/StateDirectory. When capturing changes, the files in this directory will be less than 1 MB, but when integrating
changes, HVR can make temporary files containing data being moved at that moment.
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Network Requirements

HVR’s network communication initiated through the HVR Remote Listener is optimized for high latency, low bandwidth
network configurations, so it is recommended to use it, especially in Wide Area Network (WAN) scenarios. HVR is
extremely efficient over WAN and uses the minimum possible bandwidth. This is because HVR sends only changes
made to a database, not the entire database. It also bundles many rows into a single packet and it does very few
network roundtrips. Its compression ratio is typically higher than 90 percent. Compression ratios vary depending on the
data types used but may be as high as 10 to 1. This compression ratio is reported by Capture jobs and can be used to
accurately determine the amount of bandwidth used. The ratio is shown in the HVR GUI by clicking on Statistics.

A To measure HVR's network bandwidth usage, we recommend using command netstat -i, which runs on Linux,
Unix, and Windows.

Refresh and row-by-row compare may use a lot of bandwidth in a short period of time, because a lot of data is
transferred between systems. If the HVR protocol is used, then network communication is optimized relative to using
database connectivity across the network.

HVR will always try to transport the data as quickly as possible and may be using all of the available network bandwidth.
Action LocationProperties with options /ThrottleKbytes and /ThrottleMillisecs can be used to prevent HVR from
using all available network resources if the available bandwidth and one point in time would not be sufficient to keep up
with the transaction volume.
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Server Requirements

Contents

®* Hub Server
® Resource Consumption
® Sizing Guidelines for Hub Server
® Storage for HVR_CONFIG
® Hub Database
® Sizing Guidelines for Hub Database
® Monitoring Disk Space on HVR Hub
® Source Location Server
® Resource Consumption
® Target Location Server
® Resource Consumption
® Monitoring Integrate Agent Machine Resources
® See Also

This section describes the requirements for the HVR Hub server machine, as well as the servers running HVR remote
agent on the source and target locations.

Hub Server

The HVR hub is an installation of HVR on a server machine (hub server). The HVR hub orchestrates replication in
logical entities called Channels. The hub runs a Scheduler service to manage jobs that move data flow between source
location(s) and target location(s) (Capture jobs, Integrate jobs, Refresh jobs, Compare jobs).

For the list of databases that HVR supports as a hub database, see section Hub Database in Capabilities.

In order to operate, the HVR Scheduler must connect to a repository database consisting of a number of relational
tables. By design HVR hub processing is limited to job orchestration, recording system state information and temporary
storage of router files and transaction files. For the Refresh process, no data is persisted on the HVR hub so the hub
acts as a simple pass through. Therefore, the HVR hub needs storage to hold the following:

1. HVR state information ($HVR_CONFIG)
2. Repository database (including statistics retention, location information, etc)
3. HVR installation (<100 MB standard)

Resource Consumption

HVR is designed to distribute work between HVR remote agents. As a result, resource-intensive processing rests on the
HVR remote agents, with the HVR hub machine performing as little processing as possible. The HVR hub machine
controls all the jobs that move data between sources and targets, and stores the system's state to enable recovery
without any loss of changes. All data transferred between sources and targets pass through the HVR hub machine,
including data from a one-time load (hvrrefresh) and detailed row-wise comparison (hvrcompare).

The HVR hub machine needs resources to:

® Runthe HVR Scheduler .

® Spawn jobs to perform one-time data movement (Compare and Refresh) and continuous replication (Capture
and Integrate). In all cases, the resource-intensive part of data processing is implemented on an HVR remote
agent machine, including data compression, with the HVR hub machine simply passing the data from source to
target. For data refresh or compare, the data is simply transferred skipping the disk. During normal capture
activity, data is temporarily stored on the disk to allow the quickest possible recovery, with capture(s) and integrate
(s) running asynchronously for optimal efficiency. If the data transfer is encrypted, the HVR hub machine decrypts
the data and encrypts it again (typically using different encryption certificates) as needed to deliver it to the target.

® Transfer compressed data from source to target. Since the amount of data transferred is reduced by 5-10 times,
large amounts of data can be transferred without the need for very high network bandwidth.
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® Collect metrics from the log files to be stored in the repository database.

® Provide real-time process metrics to any Graphical User Interfaces (GUIs) connected to the HVR hub machine.
HVR runs as a service, regardless of whether any GUI is connected, and real-time metrics are provided for
monitoring purposes.

® Allow configuration changes in the design environment.

CPU: every HVR job spawns a process — i.e. one for every Capture, one for every Integrate. The CPU utilization for
each of these processes on the hub machine is generally very low unless some heavy transformations are processed on
the hub machine (i.e. depending on the channel design). Besides, Refresh or Compare may spawn multiple processes
when running. A lot of CPU can be used when performing a row-by-row refresh/compare.

Memory: memory consumption is slightly higher on the hub machine than on the source, but still fairly modest. Some
customers run dozens of channels on a dedicated hub machine with a fairly modest configuration. Row-by-row refresh
and compare may use a lot of memory but are not run on an ongoing basis.

Storage space: storage utilization on the hub machine can be high. If Capture is running but Integrate is not into at
least one destination, then HVR will accumulate transaction files on the hub machine. These files are compressed, but
depending on the activity on the source database and the amount of time it takes until the target starts processing
transactions, a lot of storage space may be used. Start with at least 10 GB, but possibly more if the hub machine
manages multiple channels and network connectivity is unreliable. Large row-by-row refresh or compare can also use a
lot of storage space.

I/0: if HVR is running Capture and keeping up with the transaction log generation on a busy system that processes
many small transactions, then transaction files will be created at a rapid pace. Make sure that the file system can handle
frequent 1/0O operations. Typically, a storage system cache or file system cache or SSD (or a combination of these) can
take care of this.

Sizing Guidelines for Hub Server

The most important factor impacting the HVR hub size is whether the hub also performs the role of a source and/or a
target HVR agent. General recommendations include:

® Co-locate the HVR hub with a production source database only if the server(s) hosting the production database
has (have) sufficient available resources (CPU, memory, storage space, and I/O capacity) to support the HVR
hub for your setup.

®* HVR Capture may run against a physical standby of the source database with no direct impact on the source
production database. In this case, consider CPU utilization of the capture process(es) running on the source
database. For the Oracle RAC production database, there is one log parser per node in the source database,
irrespective of the standby database configuration.

® Sorting data to coalesce changes for burst mode and to perform row-wise data compare (also part of the row-
wise refresh) are CPU, memory and (temporary) storage space intensive.

® Utilities to populate the database target like TPT (for Teradata) and gpfdist (for Greenplum) can be very resource-
intensive.

Storage for HYR_CONFIG

The most important resource for the HVR hub machine to function well is fast 1/0O operations (in terms of IOPS),
especially for the $HVR_CONFIG directory, where runtime data and state are written to. To support capture on a busy
source system, transaction files can be written to the disk every second or two, with updates to the (tiny) capture state
file at the same rate, as well as very frequent updates to the log files that keep track of the activity. With multiple
channels running, there will be many small I/O operations into the $HVR_CONFIG directory every second. The disk
subsystem with a sizable cache and preferably Solid-State Drives (SSDs) is a good choice for HVR hub storage.

Hub Database

The HVR hub stores channels metadata, a very limited amount of runtime data, as well as aggregated process metrics
(statistics) in its repository database. The most important resource for the hub database is storage, with even quite
modest needs in order to support a single hub (up to 20 GB of disk space allocated for the repository database can
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support virtually all hub setups). Traditionally, repository database are stored locally to the HVR hub, but there are cases
when a database service is used to host the repository database away from the HVR hub. The main advantage of a
local repository database is a lower likelihood that the database connection fails (resulting in all data flows to stop
because the Scheduler fails in such a case) versus offloading any resources the repository requires with a database
elsewhere.

The statistics stored in the repository database (hvr_stats) can take up a large amount of storage space.

Sizing Guidelines for Hub Database

Review the guidelines and decide based on your situation what is the best HVR hub configuration. For example:

® Your HVR hub may capture changes for one of multiple sources, using HVR remote agents for the other sources.

® One of your sources may be a heavily-loaded 8-node Oracle Exadata database that requires far more resources
to perform CDC than a single mid-size SQL Server database.
®* You may plan to run very frequent (resource-intensive) CDC jobs, etc.

The change rate mentioned in the sizing guideline below is the volume of transaction log changes produced by the
database (irrespective of whether or not HVR captures all table changes from the source or only a subset).

H
u
b
S
i
ze

Sm
all

Me
dium

Lar
ge

Resources

CPU cores:
4-8

Memory: 16-
32GB

Disk: 50-500
GB SSD

Network:
10GigE HBA
(or
equivalent)

CPU cores:
8-32

Memory: 32-
128 GB

Disk: 300 GB
-1TB SSD

Network:
2x10 GigE
HBA

CPU cores:
32+

Memory: 128
GB+

Disk: 1 TB+
SSD

Network: 4+
x10 GigE
HBA

Standalone Hub

5 channels with average
change rate up to 20 GB
/hour

20 channels, up to 5 with
high average change rate
of 100 GB/hour

50+channels

With Capture, no
Integrate

2 channels with average
change rate up to 20 GB
/hour

8 channels, up to 2 with
high average change
rate of 100 GB/hour

15+ channels

With Integrate, no
Capture

2 channels with average
change rate up to 20 GB
/hour

6 channels, up to 2 with
high average change
rate of 100 GB/hour

12+ channels
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Monitoring Disk Space on HVR Hub

Even though the HVR hub uses limited storage on the HVR hub, a shortage of free disk space can significantly impact
the repository database performance and therefore the HVR performance. Standard database monitoring tools can be
employed to verify the amount of disk space left on the HVR hub server — considering the type of repository database
that has been installed. Since every database has unique requirements in terms of optimum storage required for
operational health, it is important to set these alerting thresholds accordingly. These are to be used as guidelines only
and not as reference architectures. In most cases, the disk alerts must be set for 80%, 85% and 90% capacity. Any
higher than 90% is considered as a production support call to immediately add disk or free up storage. Standard
database monitoring solutions can be helpful to monitor the disk usage from the hub database perspective.

Source Location Server

The HVR remote agent machine on the capture location needs resources to perform the following functions:

® For one-time data loads (refresh) and row-wise compare, HVR remote agent machine retrieves data from a
source database, compresses it, optionally encrypts it and sends to the HVR hub. For optimum efficiency, data is
not written to the disk during such operations. Matching source database session(s) may use a fair amount of
database (and system) resources. Resource consumption for Refresh and Compare is only intermittent.

® For bulk compare jobs, the HVR remote agent machine computes a checksum for all the data.

® To set up CDC during Initialize, HVR remote agent machine retrieves metadata from the database and adds
table-level supplemental logging as needed.

® During CDC, resources are needed to read the logs, parse them, and store information about in-flight

transactions in memory (until a threshold is reached and additional change data is written to disk). The amount of

resources required for this task varies from one system to another, depending on numerous factors, including:

the log read method (direct or through an SQL interface),

data storage for the logs (on disk or in, for example, Oracle Automatic Storage Manager),

whether the system is clustered or not,

the number of tables in the replication and data types for columns in these tables, and

the transaction mix (ratio of insert versus updates versus deletes, and whether there are many small, short-

running transactions versus larger, longer-running transactions).

Log parsing is generally the most CPU-intensive operation that can use up to 100% of a single CPU core when capture
is running behind. HVR uses one log parser per database thread, and every database node in an Oracle cluster
constitutes one thread.

For a real-world workload with the HVR agent running on the source database server, it is extremely rare to see more
than 10% of total system resource utilization going to the HVR remote agent machine during CDC, with typical resource
consumption well below 5% of system resources.

For an Oracle source database, HVR will periodically write the memory state to disk to limit the need to re-read archived
log files to capture long-running transactions. Consider storage utilization for this if the system often processes large,
long-running transactions.

Resource Consumption

® CPU: every channel will use up to 1 CPU core in the system. If HVR runs behind and there is no bottleneck
accessing the transaction logs or using memory, then HVR can use up to the full CPU core per channel. In a
running system with HVR reading the tail end of the log, the CPU consumption per channel is typically much
lower than 100% of the CPU core. Most of the CPU is used to compress transaction files. Compression can be
disabled to lower CPU utilization. However, this will increase network utilization (between source HVR remote
agent machine and the HVR hub and between the HVR hub and any target HVR remote agent machine). Refresh
and Compare operations that are not run on an ongoing basis will add as many processes as the number of
tables refreshed/compared in parallel. In general, the HVR process uses relatively few resources, but the
associated database job uses a lot of resources to retrieve data (if parallel select operations run against a
database, then the Refresh or Compare operations can use up to 100% of the CPU on the source database).

® Memory: memory consumption is up to 64 MB per transaction per channel. Generally, 64 MB per transaction is
not reached and much less memory is used but this depends on the size of the transactions and what portion of it
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is against tables that are part of a channel. Note that the 64 MB threshold can be adjusted (upwards and
downwards).

® Storage space: the HVR installation is about 100 MB in size and while running Capture, it uses no additional
disk space until the 64 MB memory threshold is exceeded and HVR starts spilling transactions to disk. HVR will
write compressed files but in rare cases, with large batch jobs modifying tables in the channel that only commit at
the end. HVR may be writing a fair amount of data to disk starting with at least 5 GB for $HVR_CONFIG. Please
note that HYR Compare may also spill to disk which would also go into this area. If one aggressively backs up
the transaction logs so that they become unavailable to the source database, then you may consider
hvrlogrelease to take copies of the transaction logs until HVR does not need them anymore. This can add a lot
of storage space to the requirements depending on the log generation volume of the database and how long
transactions may run (whether they are idle or active does not make a difference for this).

® |/O: every channel will perform frequent 1/O operations to the transaction logs. If HVR is current, then each of
these 1/0 operations is on the tail end of the log, which could be a source of contention in older systems
(especially if there are many channels). Modern systems have a file system or storage cache, and frequent |
/O operations should barely be noticeable.

Target Location Server

The HVR remote agent machine on the integrate location needs resources to perform the following functions:

* Apply data to the target system, both during a one-time load (refresh) and during continuous integration. The
resource utilization for this task varies a lot from one system to another, mainly depending whether changes are
applied in so-called burst mode or using continuous integration. The burst mode requires HVR to perform a single
net change per row per cycle so that a single batch insert, update or delete results in the correct end state for the
row. For example, when, in a single cycle, a row is first inserted followed by two updates then the net operation is
an insert with the two updates merged with the initial data from the insert. This so-called coalesce process is both
CPU and (even more so) memory intensive, with HVR spilling data to disk if memory thresholds are exceeded.

® Some MPP databases like Teradata and Greenplum use a resource-intensive client utility (TPT and gpfdist
respectively) to distribute the data directly to the nodes for maximum load performance. Though resource
consumption for these utilities is not directly attributed to the HVR remote agent machine, you must consider the
extra load when sizing the configuration.

®* For data compare, the HVR integrate agent machine retrieves the data from a target system to either compute a
checksum (bulk compare) or to perform a row-wise comparison. Depending on the technologies involved, HVR
may, in order to perform the row-wise comparison, sort the data, which is memory intensive and will likely spill
significant amounts of data to disk (up to the total data set size).

® Depending on the replication setup, the HVR integrate agent machine may perform extra tasks like decoding SAP
cluster and pool tables using the SAP Transform or encrypt data using client-side AWS KMS encryption.

With multiple sources sending data to a target, a lot of data has to be delivered by a single HVR integrate agent
machine. Load balancers (both physical and software-based like AWS’s Elastic Load Balancer (ELB)) can be used to
manage integration performance from many sources into a single target by scaling out the HVR integrate agent
machines.

Resource Consumption

® CPU: on the target, HVR typically does not use a lot of CPU resources, but the database session it initiates does
(also depends on whether any transformations are run as part of the channel definition). A single Integrate
process will have a single database process that can easily use the full CPU core. Multiple channels into the
same target will each add one process (unless specifically configured to split into more than one Integrate
process). Compare/Refresh can use more cores depending on the parallelism in HVR. Associated database
processes may use more than one core each depending on parallelism settings at the database level.

®* Memory: the memory consumption for HVR on the target is very modest unless large transactions have to be
processed. Typically, less than 1 GB per Integrate is used. Row-by-row refresh and compare can use gigabytes
of memory but are not run on an ongoing basis.

® Storage space: $HVR_CONFIG on the target may be storing temporary files for row-by-row compare or refresh,
and if tables are large, a significant amount of space may be required. Start with 5 GB.
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® |/O: the I/0O performance for HVR on the target is generally not critical.

Monitoring Integrate Agent Machine Resources

Because replication between heterogeneous source and target heavily depends on the available computing on the
integrate agent machine for data type conversions during refresh and CDC, coalescing operations in a burst cycle,
computing checksum for compares, in cases of HVR utilizing SAP Xform for declustering and depooling tables,

decryption of data received from the hub, and the like, its imperative to determine scale-out integrate agent strategies
pre-deployment.

See Also

® Scaling and Monitoring HVR Hub and Agent Resources on AWS
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Supported Operating Systems

Contents

Supported Windows Platforms
Supported Linux Platforms
Supported Unix Platforms

® Supported macOS Platforms

This section lists the operating system platforms that HVR supports.

Supported Windows Platforms
HVR can be installed on any of the following Windows platforms:

® Windows (64-bit): 8, 10
® Windows Server (64-bit): 2008, 2012 R2, 2016, 2019

® Windows (32-bit): 8, 10

For information about the HVR platforms and versions that support these operating systems, see Platform
Compatibility Matrix.

Supported Linux Platforms

HVR can be installed on any of the following Linux platforms:

® Linux (x86-64 bit) based on GLIBC 2.5 and higher. This includes:
® Red Hat Enterprise Linux Server: 5.x, 6.x, 7.X
® SUSE Linux Enterprise Server: 10.x, 11.x, 12.x, 15.x
® Machines imaged from Amazon Linux AMI or Amazon Linux 2
® Linux (x86-64 bit) based on GLIBC 2.4 and higher. This includes:
® SUSE Linux Enterprise Server: 10.x, 11.x, 12.x
® Linux (x86-32 hit) based on GLIBC 2.3.4 and higher. This includes:
® Red Hat Enterprise Linux ES: 3.x, 4.x, 5.X, 6.X
® SUSE Linux Enterprise Server: 9.0,10.x
® Linux (ppc64) based on GLIBC 2.27 and higher.

For information about the HVR platforms and versions that support these operating systems, see Platform
Compatibility Matrix.

Supported Unix Platforms
HVR can be installed on any of the following Unix platforms:

AIX (64-bit): 6.1, 7.1, 7.2

Solaris for SPARC (64-bit): 9, 10, 11.x
Solaris for Intel/AMD (64-bit): 10.x, 11.x
HP-UX 11i (64-bit): v1.5, v1.6, v2, v3

AlX (32-bit): 6.1, 7.1, 7.2
® Solaris for SPARC (32-bit): 9, 10, 11.x

For information about the HVR platforms and versions that support these operating systems, see Platform
Compatibility Matrix.
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Supported macOS Platforms

HVR can be installed on the following macOS platform:

®* macOS Sierra: 10.12.x

A The HVR installation on macOS can only be used as HVR GUI to connect to remote hubs or for file replication.
HVR does not support hub, capture or integrate databases on macOS.

For information about the HVR platforms and versions that support these operating systems, see Platform
Compatibility Matrix.
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Installing HVR on AWS

This section provides information on the requirements for HVR on AWS and the steps for installing HVR on AWS.

® Requirements for AWS
¢ |nstalling HVR on AWS using HVR Image
® |nstalling HVR on AWS Manually

® Scaling and Monitoring HVR Hub and Agent Resources on AWS
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Requirements for AWS

AWS (Amazon Web Services) is Amazon's cloud platform providing the following services relevant for HVR:

EC2 Elastic Cloud Computing instances are Virtual Machines in the AWS cloud. These VMs can be either Linux
or Windows-based. This is "Infrastructure as a Service" (IaaS). HVR can run on an EC2 Instance provided the OS
is supported by HVR (Linux, Windows server). This scenario is identical to running HVR in a data center for an on-
premises scenario.

Amazon Redshift is Amazon's highly scalable clustered data warehouse service. HVR supports Redshift as a
target database, both for initial load/refresh and in Change Data Capture mode. For more information, see
Requirements for Redshift.

Amazon RDS is Amazon's Relational Database Service. HVR supports MariaDB, MySQL, Aurora, Oracle,
PostgreSQL, and Microsoft SQL Server running on Amazon RDS. Note that log-based capture is not supported
for Microsoft SQL Server on Amazon RDS.

Amazon EMR (Elastic Map Reduce) is Amazon's implementation of Hadoop. It can be accessed by using HVR's
generic Hadoop connector. For more information, see Requirements for HDFS.

Amazon S3 storage buckets are available as staging area to load data into Redshift, can be used as a file
location target (optional with Hive external tables on top), or for staging for other databases (Hive Acid,
Snowflake).

Architecture

There are different types of configuration topologies supported by HVR when working with AWS. The following ones are
most commonly used:
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HVR Hub [ EC2 UM RDS DB or

Redshift
HVR Agent

® A: Connecting to an AWS resource with the HVR hub installed on-premises. To avoid poor performance due to
low bandwidth and/or high latency on the network, the HVR Agent should be installed in AWS. Any size instance
will be sufficient for such use case, including the smallest type available (T2.Micro).

® B.1: Hosting the HVR hub in AWS to pull data from an on-premises source into AWS. For this use case, the hub
database can be a separate RDS database supported as a hub by HVR. The HVR Agent may be installed on an
AWS EC2 instance and be configured to connect to the hub database. For this topology (B.1), using the HVR
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Agent on EC2 is optional. However, it may provide a better performance, as opposed to remotely connecting the
HVR to RDS over the Internet. If the HVR Agent is used on EC2 to connect to RDS, then communication with the
HVR hub over the HVR protocol is fast and is not affected by network latency that much.

® B.2: Alternatively the hub database can be installed on the EC2 VM.

® C: Performing cloud-based real-time integration. HVR can connect to only cloud-based resources, either from
AWS or from other cloud providers.

AMI Agent Configuration Notes

HVR provides a special packaged edition HVR Image for AWS: a pre-configured Linux AMI (Amazon Machine Image)
containing HVR's remote listener agent including Redshift and Oracle drivers. For more information, see Installing HVR
on AWS using HVR Image.

Alternatively, an Agent or Hub can be set up by doing a manual installation as described in Installing HVR on UNIX or
Linux, with the following notes:

An instance t2.micro is sufficient to run HVR as an agent. HVR running as a hub requires at least instance
type T2.medium for more memory.

Open the firewall to allow remote TCP/IP HVR connections to the HVR installation in AWS (e.g. topology A),
by default on port 4343. Restrict the port access to the originator's public IP address. If the instance has to
connect to an on-premises installation of HVR (topology B), then (a) add the HVR TCP/IP protocol to the on-
premises firewall and DMZ port forwarding to be able to connect from AWS to on-premises, or (b) configure a
VPN.

When HVR is running as a hub, it needs temporary storage to store replication data. Add this when creating
the instance. 10 GB is normally sufficient.

Install the appropriate database drivers (e.g. Redshift, Oracle, SQL Server). For Redshift, follow the
instructions in Requirements for Redshift. Download the Oracle Client installation on Oracle's website.

The hub database can be an RDS database service or a local installation of a supported database in the VM.
Install the appropriate database drivers in the HVR hub instance to connect to the database.

An HVR HUB machine running in an AWS Linux instance can be remotely managed by a Windows PC
registering the remote hub.

File replication is supported in AWS.

By default, network traffic is not encrypted. For production purposes we strongly advise to use SSL encryption
to securely transport data over public infrastructure to the cloud. For more information, see Encrypted Network
Connection.
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Installing HVR on AWS using HVR Image

HVR Image for AWS is a pre-configured Linux-based AMI (Amazon Machine Image) to run HVR's remote listener (as a
daemon) including Redshift drivers. HVR Image for AWS supports the use as both a remote HVR agent (for capture and
/or integration) as well use as a hub machine using either a PostgreSQL database on the machine, an RDS database, or
a database running on a different machine.

HVR Image for AWS is available from the AWS Marketplace and includes all necessary components to connect to
Amazon Redshift, Oracle and PostgreSQL on RDS, S3 or any HVR supported target database on EC2, enabling
replication from/into all supported on-premises platforms.

A HVR Image for AWS is currently available only on Linux. Connectivity to SQL Server requires an HVR
installation on Windows (optionally running as an agent).

Using HVR Image for AWS to create a remote listener agent
To use the HVR Image for AWS:

Sign in to the AWS portal and select EC2 under the Services menu.

Click the Launch Instance button.

On the right side menu bar, click AWS Marketplace and type 'HVR' in the search field.
Select the HVR for AWS offering suitable for you.

pPwDdPRE

A For optimum efficiency make sure HVR in AMI runs in the same region as the database or service taking
part in real-time data movement.
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Services ~

Resource Groups v %

34

Ohio v  Support »

1. Choose AMI 2. Choose Instance Type

Step 1: Choose an Amazon Machine Image (AMI)

3. Configure Instance

4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Cancel and Exit

An AMI is a template that contains the software configuration (operating system, application server, and applications) required to launch your instance. You can select an AMI
provided by AWS, our user community, or the AWS Marketplace; or you can select one of your own AMIs.

Q hvi

Quick Start (0)
My AMIs (0) -

CHVR
AWS Marketplace (3)

Community AMIS (3)

¥ Categories
All Categories

Infrastructure Software (3)

TTHWVER

¥ Operating System

Clear Filter Free Trial

¥ All Linux/Unix

Amazon Linux (3)

¥ Software Pricing Plans

Hourly (2)
Annual (2)
El[iﬂg Your Own License
(1)

O HVR
Free Triol

¥ Software Free Trial

Free Trial (2)

1 1o 3 of 3 Products

HVR for AWS - Bring Your Own License

dedddd (0)] 55| By HVR Software

Bring Your Own License + AWS usage fees

LinuxMUnix, Amazon Linux 2015.11.07 | 64-bit (x36) Amazon Machine Image (&AM} | Updated: 12/28/13

Looking to do more than simply migrate from your on-prem and other cloud databases onto AWS? Do
you have multiple end points to deliver real-time data, continuously? If so, try HVR ...

Maore info

HVR for AWS - five sources, two AWS targets m
Fedkdd (0)] 5.5 | By HVR Software

$11.24/hr or $78,500iyr (20% savings) for software + AWS usage fees

LinwxUnix. Amazon Linux 2015.11.07 | 64-bit (x86) Amazon Machine Image (AMI) | Updated: 122313

7 DAY TRIAL: Looking to do more than simply migrate from your on-prem and other cloud databases

onto AWS? Do you have multiple end points to deliver real-time data, continuously? ..

More info

HVR for AWS - single source, two AWS targets m
i drd (0) 5.5 | By HVR Software

85.65/hr or §39,595/yr (20% savings) for software + AWS usage fees

Linux/MUnix, Amazon Linux 2018.11.07 | 64-bit (x56) Amazon Machine Image (AMI) | Updated: 12/28/18

7 DAY TRIAL: Looking to do more than simply migrate from your on-prem and other cloud databases

onto AWS? Do you have multiple sources and targets to deliver real-time data,

Maore info -

Terms of Use

@ Feedback

@ English (US)

Privacy Policy

5. HVR will show you the product details, click Continue.
6. Under the Choose an Instance Type tab, select a required one and click Next: Configure Instance Details.

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7

35

AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

- Choose an Instance Type

Z2 provides a wide selection of instance types optimized to fit different use cases. Instances are virtual servers that can run applications. They have varying
ns of CPU, memory, storage, and networking capacity, and give you the flexibility to choose the appropriate mix of resources for your applications. Learn more about

pes and how they can meet your computing needs.

All instance types v Current generation ~  Show/Hide Columns

y selected: t2 small (Variable ECUs, 1 vCPUs, 2.5 GHz, Intel Xeon Family, 2 GiB memory, EBS only)

e vendor recommends using a t2.small instance (or larger) for the best experience with this product.

Family - Type ~  vCPUs | - '\:ZTE?}W - Inste:gg; Stiorage - Ii{sﬁ;:z;;tl:niz;d

General purpose 12.nano 1 0.5 EBS only -

1 1 EBS only .
IS only - Low to Moderate Yes - General purpose
IS only - Low to Moderate Yes General purpose
IS only - Low to Moderate Yes General purpose
IS only = Moderate Yes General purpose
IS only = Moderate Yes General purpose
IS only Yes Up to 5 Gigabit Yes (7] General purpase
IS only Yes Up to 5 Gigabit Yes @ General purpase
3S only Yes Up to 5 Gigabit Yes 7] General purpose

Previous Next: Configure Instance Details

Privacy Policy _ Tarms of Use @ Feedback (@ English (US)

Network
Performance (i

Low to Moderate
Low to Moderate
2small
t2. medium
12 large
t2.xlarge
12 2xlarge
t3a.nano

t3a.micro

t3a.small

16

32

Step 2
Amazon E!
combinatio
instance ty

Filter by:

Currentl

Note: Th

EE
EE

EE

7. If appropriate, under the Configure Instance tab, select a preferred network (VPC) subnet or use the default one.
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Services ~ Resource Groups ~ * L ~  Ohio v  Support ~

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

Configure the instance to suit your requirements. You can launch multiple instances from the same AMI, request Spot instances to take advantage of the lower pricing, assign an

Number of instances (i 1 Launch into Auto Scaling Group (i
Purchasing option (j Request Spot instances
sate new VPG Network (i vpc-ee195786 (default) | C cre
Subnet . Mo preference (default subnet in any Availability Zon: v Create new subnet

. ) . No preference (default subnet in any A ity Zone)
Auto-assign Public IP (j subnet-8dd2aces | Default in us-east-2a -
Bp— . I 1

7 Create new Capacity Reservation Capacity Reservation  (j Open " C
7 Create new IAM role 1AM role (i None | C
Shutdown behavior (j Stop v
Enable termination protection (j Protect against accidental termination
Monitoring . Enable CloudWatch detailed monitoring

o

Additional charges apply,

Tenancy (i Shared - Run a shared hardware instance v
Additional charges will apply for dedicated tenancy.
Elastic Inference (j Add an Elastic Inference accelerator

Additional charges apply

T2/T3 Unlimited (j Enable
Additional charges may apply

-

1 Previous Review and Launch Next: Add Storage Cance

@ Feedback (@ English (US)

Privacy Policy Terms of Use

8. Under the Add Storage and Add Tags tabs, proceed with default settings.

9. Under the Configure Security Group tab, set up traffic rules for your instance. HVR uses TPC/IP connectivity on
port 4343. Configure an incoming connection for the HVR listener daemon on this port and limit the IP range as
narrow as possible. Click Review and Launch.
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Services ~ Resource Groups ~ * . v  Ohio v  Support v

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Add Tags 6. Configure Security Group 7. Review

Step 6: Configure Security Group

A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you
want to set up a web server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security
group or select from an existing one below. Leam more about Amazon EC2 security groups.

Assign a security group: ®Create a new security group

Select an existing security group

Security group name: HWR for AWS - Bring Your Own License-5-5-AutogenByAWSMP-
Description: This security group was generated by AWS Marketplace and is based on recomn
Type (i Protocol (i) Port Range (i) Source (i) Description (i)
SSH v TCP Custom v e.g. 3SH for Admin Deskiop Q
Custom TCP F ¥ TCP Custom v e.0. SSH for Admin Desktop ]
Custom TCPFr TCP Custom v e.g. SSH for Admin Desktop [x]
Add Rule
A Warning
Rules with source of allow all IP addresses 1o access your instance. We recommend setting security group rules to allow access from known |P addresses
only.

Cancel Previous Review and Launch

@ Feedback (@ English (US) g c.0 Privacy Policy  Terms of Use
10. Under the Review tab, review your instance launch details and click Launch to assign a key pair to your instance
and complete the launch process. An EC2 key pair will be used to securely access the AMI. If you have an
existing EC2 key pair defined, you can use that. If you don't have a key pair defined, you can create one. Once
created, the associated private key file will be downloaded through your web browser to your local computer.
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Select an existing key pair or create a new key pair X

A key pair consists of a public key that AWS stores, and a private key file that you store. Together, they
allow you to connect to your instance securely. For Windows AlIs, the private key file is required to
obtain the password used to log into your instance. For Linux AlMIs, the private key file allows you to
securely SSH into your instance.

Mote: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about removing existing key pairs from a public AMI .

Create a new key pair v
Choose an existing key pair

Create a new key pair
Proceed without a key pair

Downlcad Key Fair

Q You have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file
again after it's created.

Cancel aunch Instances

11. You will now see the AMI being deployed in the Marketplace. This may take a few minutes. The details of the
created AMI can be accessed in the AWS EC2 console. Note down the Public DNS name or IP address of the
AMI as this will be required when connecting to the AMI.

Services v Resource Groups ~ * ~  Ohio v  Support v
Launch Instance w Connect Actions ¥
A O # 0
Events
Tags 4 Q Filter by tags and attributes or search by keyword 9 1to10of1
Reports i i '
'pe ~ Availability Zone ~ Instance State = Status Checks » Alarm Status Public DNS (IPv4) = | IPv4 Public IP - | IPv6
Limits
us-east-2a @ running @ 202 checks ... None ‘_4,
=] INSTANCES
Instances

Launch Templates

Spot Requests

] »
Reserved Instances Instance: | i-0eee32eaed310fbh8 Public DNS: & . % 4% us-east-2.compute.amazonaws.com _B ===
Dedicated Hosts
Capacity Description Status Checks Maonitoring Tags Usage Instructions
Reservations
o Instance ID  i-0eee32eaed310fbbd Public DNS (IPv4)
= IMAGES cast
AMIs 2 compute.amazonaws.com
Bundle Tasks Instance state  running IPv4 Public IP
Instance type  t2.small IPv6 IPs
= Elastic IPs Private DNS .us-east-

2.compute.internal
Volumes P

- Availability zone ~ us-east-2a Private IPs -

@nanchntc

@ Feedback (@ English (US) € Inc. or its affiliates. All righ ed.  Privacy Policy  Terms of Use
12. Once the AMI has been deployed and is running you can start an ssh session to the AMI instance to obtain
information on how to proceed. To connect, use the pem key that was used when the image was created.
Connect as a user named ec2-user:
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Installing HVR on AWS Manually

Following are the steps to create HVR instance for AWS:

1. In the AWS portal, create a VM in the AWS console AWS -> EC2 --> Launch Instance type T2.micro — Red Hat
64bit for the agent. In the advanced configuration, have it created in the same VPC as your Redshift cluster(Step
3) and create /use a security group allowing connections on port e.g. 4343 from your on-premise environment
(Step 6) (let Amazon auto detect your IP range).

2. Then install the HVR software on that VM as an agent by following the installation steps 1,2 and 5 in section
Installing HVR on Unix or Linux on the same port (eg 4343) as you just opened in the secuity group.

3. Also in the VM, install the Redshift ODBC driver. This is actually the Postgres 8 ODBC driver for Linux. First use
yum install to install packages unixODBC, unixODBC-devel and postgresql-libs automatically and then
download (with wget) and install package postgres-odbc v8.04 manually to overwrite the Postgres9 components
with Postgres 8 components.

4. Finally, in the AWS portal, check your Redshift and EC2 instances are in the same VPC and in a security group
allowing port e.g. 4343, check AWS -> VPC -> security group ->inbound rules -> 4343 or add it.
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Scaling and Monitoring HVR Hub and Agent Resources
on AWS

Contents

® Scaling Resources Available to HVR Hub and/or Integrate Agent on AWS
® Monitoring HVR Hub Disk Space Utilization on AWS
® Monitoring Integrate Agent Resources on AWS

This section provides information on scaling resources available to HVR Hub and/or integrate agent on AWS and
monitoring HVR Hub disk space and integrate agent resources utilization on AWS.

Scaling Resources Available to HVR Hub and/or Integrate Agent on AWS

The HVR hub requires storage for $HVR_CONFIG, a repository database and an HVR installation. With proper
configuration of the repository database in terms of frequent purging of the hvr_stats tables and maintaining the
hvr_users tables, not much variability can be expected in the HVR hub storage needs. In the case of an EC2 instance
on which an HVR Agent (integrate) is running, storage utilization can be impacted by the size of the burst tables and the
number of operations per burst cycle.

Like most stateless services that run on Amazon EC2 instances, scaling can be achieved using Amazon Elastic Load
Balancer. This allows the HVR hub to automatically connect to a different stateless agent should the agent or server on
which it runs become unavailable. In case the HVR hub or HVR agent installed on an Amazon EC2 instance shows high
disk usage either through a third-party monitoring solution or using Amazon CloudWatch (see below), uninterrupted
replication can be achieved through elastic scaling of EBS volumes as described here. After increasing the volume, you
need to extend the volume's file system to make use of the new storage capacity. For more information, see Extending a
Linux File System After Resizing a Volume or Extending a Windows File System After Resizing a Volume.

A If your EBS volumes were attached to the EC2 instance, on which the HVR hub is installed, before November 3,
2016, 23:40 UTC, please note that there is no real way to achieve uninterrupted on-demand scaling. See AWS
documentation corresponding to this scenario.

In HVR, the data replication location is identified by a DNS entry/IP address. When this location points to an ELB, then
multiple EC2 edge nodes, or edge nodes of variable sizes, can be allocated without any change to the definitions in
HVR. This provides the ability to dynamically adjust resources available on the edge nodes.

& Note that the scaling is not currently automated out-of-the-box.

Because the HVR integrate agents are stateless and one agent can handle multiple connections to one or more target
locations, load balancers can be used to help scale parallel processing for bulk loads and continuous data streaming.
For example, if you are planning to onboard new source systems feeding a data lake in AWS, you can register new
target instances to your Amazon Elastic Load Balancer. In addition, Amazon Auto Scaling Groups could be added to use
new EC2 instances running an HVR agent based on CloudWatch Agent alarms detecting CPU or memory at 90%
capacity.

Monitoring HVR Hub Disk Space Utilization on AWS

When the HVR hub is deployed in AWS on an EC2 instance, Amazon Elastic Block Store (Amazon EBS) sends data
points to CloudWatch for several metrics. Amazon EBS General Purpose SSD (gp2), Throughput Optimized HDD (stl) ,
Cold HDD (scl), and Magnetic (standard) volumes automatically send five-minute metrics to CloudWatch. Provisioned
IOPS SSD (iol) volumes automatically send one-minute metrics to CloudWatch. Therefore, using monitoring services
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like CloudWatch (Viewing Information about an Amazon EBS Volume) and integrating with the Amazon SNS messaging
allows the users to work under optimal storage conditions.

Monitoring Integrate Agent Resources on AWS

Integration with services like Amazon CloudWatch for the EC2 instance on which the HVR agent is deployed can provide
guidance to DBAs. Services like Amazon CloudWatch can monitor both on-premise and cloud-based servers in
integrated monitoring modules. Refer to the list of available metrics to monitor on servers.

Since the resource usage is highly variable for the integrate agent, monitoring and analyzing patterns in CPU/memory

utilization should help determine if a larger EC2 instance is required or if ELB are better choices to keep up the real-time
replication needs of the AWS customers.
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Installing HVR on Azure

This section provides information on the requirements for HVR on Azure and the steps for installing HVR on Azure.

® Requirements for Azure
¢ |nstalling HVR on Azure using HVR Image

® |nstalling HVR on Azure Manually
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Requirements for Azure

Contents

® Architecture
® Configuration Notes

Azure is Microsoft's cloud platform providing the following components relevant for HVR:

® Virtual Machines (VMs) inside Microsoft's cloud. These VMs can be either Windows or Linux-based. This is
"Infrastructure as a Service" (IaaS). HVR can run on a VM inside Azure (laaS) provided the OS is supported by
HVR (Windows server, Linux). This scenario is identical to running HVR in a data center for an on-premises
scenario.
® HVR supports connecting to regular databases running in an Azure VM (like SQL Server, Oracle, DB2....).
® Azure data services supported as a source or a target for HVR. HVR supports three Azure data services:
1. Azure SQL Database as a subset of a full SQL Server database. This is "Platform as a Service" (PaaS).
HVR can connect to Azure SQL Database as a source, as a target and as hub database. For more
information, see Requirements for Azure SQL Database.
2. Azure Synapse Analytics, also PaaS. HVR can connect to Azure Synapse Analytics as a target only. For
more information, see Requirements for Azure Synapse Analytics.
3. Azure HDInsight, HDFS on Azure. For more information on Hadoop, see Requirements for HDFS.

Architecture

The following topologies can be considered when working with HVR in Azure:

On Premise AU T T

C 4 (i m-DY
x?___ Dbl ]d—»{H‘JR Hub}d—b o2 | )

® A: Connecting to an Azure resource from an on-premises HVR installation. To avoid poor performance due to low
bandwidth and/or high latency on the network HVR should be installed as an agent in Azure running on a VM.
Any size VM will be sufficient for such use case, including the smallest type available (an Al instance).
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B: Hosting the HVR hub in Azure to pull data from on-premises systems into Azure. For this use case HVR must
be installed on an Azure VM and be configured to connect to a hub database. The hub database can be a
database on the hub's VM (topology B1) or it can be a SQL Azure database (topology B2).

C: Performing cloud-based real-time integration. HVR can connect to only cloud-based resources, either from
Azure or from other cloud providers.

Configuration Notes

HVR provides HVR for Azure image in the Azure marketplace to automatically setup and provision an HVR remote
listener agent on a Windows VM in Azure (topology A). This addresses all the notes described below when setting up an
agent in Azure. See Installing HVR on Azure using HVR Image for further details. HVR for Azure can also be used as a
starting point for an Agent or Hub set up by doing a manual installation as described in Installing HVR on Windows, with
the following notes:

HVR running as a hub requires at least an A2 instance for more memory. Ensure to allocate sufficient storage
space to store compressed transaction files if the destination system is temporarily unreachable. Depending on
the transaction volume captured and the expected maximum time of disruption allocate multiple GB on a separate
shared disk to store HVR's configuration location.

A manually configured Azure VM must open the firewall to the remote listener port for hvrremotelistener.exe to
allow the on-premises hub to connect (compare topology A). The HVR for Azure image already contains this
setting.For an Azure-based hub connecting to on-premises systems (topologies B1 and B2) add the HVR port to
the on-premises firewall and DMZ port forwarding.

The HVR user must be granted log in as a server privileges in order to run the remotelistener service. Configure
the Windows service to start automatically and to retry starting on failure to ensure the service always starts.

Install the appropriate database drivers to connect to hub, source and/or target databases from this environment.
Th HVR for Azure image contains SQL and Oracle drivers.

To use the instance as a hub install perl (Strawberry Perl or ActivePerl). This is already done in the HVR for
Azure image.

The hub database can be an Azure SQL database service or an instance of any one of the other supported
databases that must be separately licensed.

Use Remote Desktop Services to connect to the server and manage the environment.

File replication is supported in Azure.

® By default, network traffic is not encrypted if you install HVR yourself. For production purposes we strongly advise

to use SSL encryption to securely transport data over public infrastructure to the cloud. For more information, see
Encrypted Network Connection. If you use the HVR for Azure image from the marketplace, network traffic is
encrypted.
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Installing HVR on Azure using HVR Image

Contents

® Using HVR for Azure Image to Install HYR Remote Agent
® Using Licensed HVR for Azure Image
® Using HVR for Azure Image for Hub Installation

This section describes the steps to install an HVR Agent on Azure virtual machine using the HVR for Azure
image. Another way is to manually install an HVR Agent on Azure virtual machine when using Azure SQL Database for
replication.

In the Azure Marketplace, HVR Software provides HVR for Azure, an Azure virtual machine (VM) image pre-configured
to be used as a HVR remote agent (for Capture or Integrate) containing the HVR remote listener service and the
necessary drivers for connecting to Oracle, SQL Server, Azure SQL Database, and Azure Synapse Analytics. It can also
be used as the first step for manually installing the HVR hub on Azure as described in section Installing HVR on Windows
. HVR for Azure automatically opens the Azure firewall to allow incoming connections on port 4343 (the default port for
HVR communications).

HVR for Azure is available in the BYOL (Bring Your Own License) variant without a license and various licensed
variants (depending on the number of sources). The BYOL variant is intended for trial use and for customers already
licensed. When HVR for Azure is used as an HVR remote agent, this license can be used by the HVR hub residing in a
different location by setting the /CloudLicense parameter of the LocationProperties action when configuring the Azure
location.

Last-minute configuration details can be found by connecting to the VM using the remote desktop connection and
opening the Getting Started web link on the Desktop.

Using HVR for Azure Image to Install HYR Remote Agent

To create a new VM using HVR for Azure from the Azure Marketplace, perform the following steps:

1. In the Azure portal, go to the Marketplace and select HVR for Azure Choose the version that most suitable for
you: "Bring Your Own License", "1 source” or "5 sources". Note that the "1 source" and "5 sources" variants
include an HVR license and are available at an additional cost. Click Create.

Jure ’ ure 1 5o e - 20 marketplace us@hvr-... ()
ZUre Marketplace > Everything > HVR for Azure 1 Source s Q> & 0 @ et

tplace 2 X Everything Azure 1 Source # 0O X
Y Filter
¥l Dashboard _
O e x
S Allresources
Results
) Resource groups = Integrating
o Inter-cloud inte
e puBLIsHER carscory
& App services
HVR for HVR Software Compute
% Function Apps
- HVR for Azure 1 Source: HVR Software Compute
= SQLdatabases ween on pramises and cloud data sets
d
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2. In the wizard, follow the sequential steps: Basics, Size, Settings, Summary and Buy. In each step, you can
abort or return.

marketplace@hvr-sof... [

«  Virtual Machines > HVR for Azure Bring Your Own License (Staged) > Create virtual machine > Basics HVR SOFTWARE Q)

Create virtual machine Basics
New

* Name

HVRAgent

All resources 1 Basics
Configure basic settings

W Resource groups VM disk type @

App Services et

* User name

SQL databases HVRAgent

B DocumentDB (NosQL) ctting *

Virtual machines
* Confirm password
Load balancers

Storage accounts Subscription

Main Azure account of HVR-Software v
Virtual networks
* Resource group @

Activity log Createnew @ Use existing

&  Security Center Azure-Stores-N6Z2TWFEASHPPHTDICL v

Location
gilling
EastUS

Help + support

More Services >

3

3. On the Basics tab, select VM Disk type to be HDD so as to be able to select the entry level machine types (A) in
the next step. Enter the credentials you want to use, select or create a resource group and determine the location
you want HVR to run in (typically the same as your databases). Click OK.

4. On the Size tab, select the appropriate machine type. Azure will suggest machine type Al, which is perfectly
suitable to run the HVR for Azure image when used as a remote listener agent only. Click Select.

5. On the Settings tab, select the storage account and network settings. By default, Azure will create new ones. If
this is your first time, the default settings are fine. Experienced users may want to reuse the existing storage
accounts and virtual networks. Click OK. In the Summary panel, all your choices are listed for your reference.
Click OK.

6. The Buy tab shows the regular costs of the VM you are going to deploy, as well as the cost of the HVR license.

The BYOL version costs €0.000 because the image does not contain a license. Click Purchase.

marketplace@hvr-sof... (i
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7. You will now see the VM image being deployed in the Marketplace. Once it is completed, the details of the
created VM will be available under the Virtual Machines tab.

o) marketplace@hvr-sof... (I
© @ i sorrwni: Qg

Dashboard ~ + Newdashboard ¢ Editdashboard ) Share " Fullscreen (P Clone (il Delete

New

) All resources Senvice health
£ Al resources ALL SUBSCRIPTIONS MY RESOURCES
¥/ Resource groups G AllwaysOn

. .

B allwaysoni23 o
& App senvices = y: y Deploying HVR for Azure

allwaysonDC Bring Your Own License...

® sl databases
AOHVRDC

@ Documentos (NosaL) AOHVRSQL1

B virtual machines
AOHVRSQL3

[
[
S| AoHVRsQL2
[

4 Load balancers

Help + support
= storage accounts B defaultstoragewester

Virtual networks
Activity log
Security Center

O silling

8 Help + support

More Services >

8. Optional step: By default, no DNS name is created for the IP address of the VM. To create a DNS name, click
Configure under the DNS name of the created VM.

ft Azure HvRagentisource > Configuration

QRestart W Stop & Capture =D Move

Dashboard - e oy Assignment

B virtual machines

i Access control (1AM)
dle timeout (minutes) @
& Toos

su [}
y . X Diagn . 676829b0-147b-4028-bc04-46222913b958
) Resource groups iagnose and solve problems DNS name label (optional) @

vrag
& App senvices

9. The HVR for Azure image will create a remote listener agent with network encryption enabled by default. A
certificate is needed to establish a connection. Connection details on the hub should be configured to force all
data to be encrypted. For this, download the necessary certificate from the VM agent. To do this, log in to your
Azure VM using remote desktop and open the Getting Started web page on the home page and click the
certificate link.
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8. HVRagent (3) - 52....... " 79989 - Remote Desktop Connection

@@\ 2 C:\Users\Public\Desktap) Getting

P~c || (& C\Users\Public\Desktop\G... | |

HVR 5.2.1/2.5
(M2722 )

HVR service is running on port 4343. Connections require a SSL certificate which was
generated inside this host and can be downloaded from:
C:/HVR\hwr_homellib\cerflazure-l=""2"73.pub cert

Configure the connection to this Azure instance (hub or remote location) as follows:

Register Hub ar New Location

[X] Connect to HVR on remote machine

Node Login
Port 4343 Password Windows Password

Encryption/SsiRemoteCertificate

| Choose azure-M078543. pub_cert ‘

This Azure VM is a Bring-Your-Own-License product. Please contact HVR Software to
acquire a license and HVR on-premise components

10. Copy the contents of the certificate and save them into a certificate file (.pub_cert) on your hub machine in %

HVR_HOME%\lib\cert folder.

11. Exit the Remote Desktop session to the Azure VM. Create a new location on the hub. Select
/SsIRemoteCertificate and enter the name of the certificate file you just created.
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Description |

Connection Group Membership

Connect to HVR on remote machine

Mode | hvragentisource. westeurope. cdoudapp.azure.com | Login |H\I'F‘.

Port 4343

: | Pass"\'ordl SEBEROEBEERRRRES

[SsIRemoteCertificate |C:ﬂwr,.’l'nvr_homeﬂib,’cert,,’ms[l1[]81.|3ub_cert
[1 jcloudLicense

Class

| () Orade
| () Ingres / Vecto
i O SQL Server

(7)) DB2 Linux/Unix,Windows

() DB2 fori

() PostaresQL

(O HANA

() Teradata

() Greenplum
| (O Redshift

| (® File /FTP / Sharepaint

| () HOFS
() s3
‘ () salesforce

r{H)

File Location

Protocol | lacal w | Filsewctam nn huranes
Hostname | % HVE x
Login Connect succeeded for remote location with version 5.2.1/2.5.
Password

Directory [

tisource,westeurope. cdoudapp.azure. com ‘

Port

Test Connection

oK

Cancel

Help

-
-

12. If you want to update an existing Azure location, add action LocationProperties

<filename> for your Azure location (or group) on the hub instead.

/SsIRemoteCertificate

Channel | *

L] frroxy

Regular

Parameter filter: file,
[5slRemateCertificate

[] jselLocalCertificatekeyPair
[] fThrottekbytes
[] /ThrotteMilisecs

Text

P Action: LocationProperties

* | Group

+ -

Table Location azte¥ -

Configuration Action

libjcertjmé0108 1.pub_cert |[...] (] /Order

... [ /stateDirectory
=[] /s3Encryption
[] /cloudLicense

4k

oK Cancel

Help

4k
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Using Licensed HVR for Azure Image

A licensed HVR for Azure image contains a license that can be used only for the image just created. If you use the
image as an HVR remote listener agent, the hub (residing elsewhere, e.g. on-premises) should be instructed to use this
license.

1. Install and start the hub as described in section Installing HVR on Windows or Installing HVR on Unix or Linux.
Ignore messages warning that there is no valid license file.

2. Create a new location on the hub. Select Connect to HVR on remote machine and enter the credentials of the
Azure VM you just created. Then select LocationProperties /CloudLicense. You will also have to follow the
steps above to obtain the certificate and enter it in /SsIRemoteCertificate.

3. If you want to update the existing Azure location, add Action LocationProperties /CloudLicense for your Azure
location (or group) on the hub instead. Again, LocationProperties /SsIRemoteCertificate <filename> should
also be set.

Using HVR for Azure Image for Hub Installation

Follow the steps above to instantiate the HVR for Azure image, but select at least the A2 VM type due to the memory
requirements of the HVR Hub (up to step 7). Then log in to the created VM and complete the installation steps as
described in section Installing HVR on Windows, skipping the installation steps for HVR Distribution and Perl.

If you have acquired a licensed variant of the HVR for Azure image, a valid license will be included in the HVR
installation on the VM and you can skip the step copying the license file. This license only works on this particular Azure
VM and cannot be migrated to another VM or environment. Instead, delete the VM and create a new one. Deleting will
automatically stop the charging of the license fee.

To use the Azure SQL Database service (as location or hub), see section Requirements for Azure SQL Database.

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 52

Installing HVR on Azure Manually

This section describes the steps to manually install an HVR Agent on Azure virtual machine when using Azure SQL
Database for replication. Another way to install an HVR Agent on Azure virtual machine is to use a pre-configured HVR
for Azure image available on the Azure Marketplace.

Follow the steps to create HVR instance on Azure virtual machine (VM):

1. On the Azure portal home page, click Virtual Machines and then click Add to create a new virtual machine.
Complete the corresponding steps to configure the virtual machine as required (Basics, Disks, Networking,
Management, Advanced, Tags). For example, under the Basics tab, select Windows Server 2012 as a VM
image and A1l for the VM size. Please note that the size of the VM depends on the workload that you want to run.

2. Install the HVR software on the virtual machine following the steps of the HVR Setup wizard. On step Additional
Configuration, select Add HVYR_HOME, HVR_CONFIG and HVR_TMP option. Note that the HVR user needs
the privilege Log on as a service on Windows.

®

Additional Configuration O

Environment:

Add HYE_HOME, HYE_COMFIG and HYR_TMP
Adds HYE_HOME, HVE_COMNFIG and HYE_TMP to the Windows environment of

Systern user and change its PATH. Mot needed if HVR is only used through Windows
shortcuts,

Desktop:

Create a desktop icon

Place an icon for the HVR User Interface on the deskton.

< Back Mext = Cancel

3. Create and start the HVR Remote Listener service as described in section Creating and Starting HVR Remote
Listener Service from GUI.

® HVR Remote Listener — O *
Port
Create... Start Test Stop G_J Destroy
Close Help
Service is running.

4. In the virtual machine, install the SQL Server 2012 Native Client (sqincli.msi) and configure Windows Firewall for
allowing connections both local and remote for hvrremotelistener.exe.

5. Finally, in the Azure portal, create an endpoint for the HYR Remote Listener with the same port number you have
specified in step 3. Go to the Networking settings of your virtual machine, click Add inbound security rule and
type the port number (e.g. 4343) in the Destination port ranges.
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4?’ Basic

source ® (i)

;’ Add inbound security rule

| Any

Source port ranges * ()

5

Destination * (&)

| Any

Destination port ranges * (@

4343

Protocol *

UDP  ICMP )

Action ™

Priority * ()

./- .l\.
@@= oy )
b LA

| 1040

Mame =

| HVR 4343

6. Optional step - when the Azure SQL database is not accessible from the virtual machine (e.g. in different
subscriptions or zones), add its IP address to the Azure SQL firewall. On the Azure Portal, go to SQL databases
and select the database you want to give access to. In the database, select Set server firewall, this will open the
Firewall settings dialog, where the IP address can be added by clicking Add client IP.

/\ Note that the VM in Azure can also be a Linux server. For the steps to install HVR on Linux, refer to section
Installing HVR on Unix or Linux. Additionally, a relevant ODBC driver for the database you use need to be

installed on the Linux VM.
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Installing HVR on macOS

Contents
®* |nstall HYR on macOS

® Upgrading HVR on macOS
® Changing Look and Feel in macOS

This section provides a step-by-step instruction on how to install HVYR on macOS.

& HVR on macOS can only be used as HVR GUI to connect to remote hubs or for file replication. HYR does not
support hub, capture or integrate databases on macOS.

Install HVR on macOS

To install HVR on macOS, perform the following steps:

1. Log in with the standard user credentials.

2. Double-click the HVR distribution file for macOS, hvr-hvr_ver-macos-x64-64bit-setup.dmg. Then read and

accept the license terms. A file system named hvr-hvr_ver-macos-x64-64bit-setup will be mounted on the
desktop and the Finder window will open.

[ NON ) “ hwr-5.5.5_6-macos-x64-64bit_ea-setup

HVER

O q . A

Applications

hwr-5.5.5_6-macos-x64-64bit_sa-setup

3. Drag & drop the HVR logo to the Applications folder.
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[ NN " hvr-5.5.5_6-macos-x64-64bit_ea-setup

hvr-5.5.5_6-macos-x64-64bit_sa-setup > @ HVR

4., After all the files are copied to the Applications folder, the installation is complete.
5. Eject the hvr-hvr_ver-macos-x64-64bit-setup file to remove it from the desktop.

Eject "hvr-5.5.5_6-macos-x64-64bit_ea-setup” .
X...ea-setup

Get Info

Duplicate

Make Alias

Quick Look "hvr-5.5.5_6-macos-x64-64bit_ea-setup”

Copy "hvr-5.5.5_6-macos-x64-64bit_ea-setup”

Clean Up Selection
Show View Options

@

Send files with TeamViewer
Folder Actions Setup...
Reveal in Finder

Upgrading HVR on macOS

To upgrade HVR on macOS, perform the installation steps mentioned in section Installing HVR on macOS. After step 4
(Drag & drop the HVR logo to the Applications folder), click Replace in the system dialog to replace the old installation.
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Changing Look and Feel in macOS

By default, HVR's GUI on macOS has the same look and feel as the GUI on Unix/Linux.

This can be changed to a beta version of the native macOS look and feel by clicking View Look and Feel Mac (beta).

@ HVR
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Installing HVR on Unix or Linux

Contents

® Requirements for Unix or Linux
® |nstall HVR on Unix or Linux

® Notes for Oracle

® Notes for Ingres
® See Also

This section provides information about the requirements and a step-by-step instruction on how to install HVR on Unix or

Linux. The installation procedure described here is applicable (and also same) for installing - HVR as Hub or HVR as
remote agent.

Requirements for Unix or Linux

Installation of HVR's own protocol can require root permission. HVR's protocol is needed when connecting from the
HVR GUI to the hub machine and also when connecting from the hub machine to a remote HVR location. The root
permission is needed to edit the inetd, xinetd or systemd configuration files. An alternative configuration method for

HVR's protocol is to use command Hvrremotelistener instead of inetd, xinetd or systemd; this alternative does not
necessarily need root permission.

Install HVR on Unix or Linux

To install HVR on Unix or Linux, perform the following steps as the user which will operate the HVR application:

It is recommended to create a non-root account for installing and operating HVR. We suggest creating a
separate user account (e.g, hvruser) for this purpose.

1. Configure the environment variables HYR_HOME, HVR_CONFIG, and HVR_TMP for your operating system.

Each of these environment variables should be pointed to the HVR installation directories - hvr_home,
hvr_config, and hvr_tmp.

$ export HVR_HOVE=/ hore/ hvruser/ hvr/hvr _hone
$ export HVR _CONFI G=/ hore/ hvruser/ hvr/hvr_config
$ export HVR TMP=/ hone/ hvruser/hvr/ hvr_tnp

The commands to set the environment variables depend on the shell you use to interface with the

operating system. This procedure lists examples that can be used in Bourne Shell (sh) and KornShell
(ksh).

2. Add the HVR executable directory path to the environment variable PATH.
$ PATH=$PATH $HVR HOVE/ bi n

3. Add the HVR executable directory path into the startup file (e.g. .profile).
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After the installation, HVR can be controlled using HVR's graphical user interface (HVR GUI).

For HVR on Linux, HVR GUI can be executed directly on the hub server. However, an 'X Window System’
application must be installed to execute HVR GUI directly on Linux. To control HVR remotely from your PC,
install HVR on the PC (with Windows or MacOS) and configure HVR Remote Listener on hub server.

For HVR on Unix, HVR GUI should be typically executed remotely from a PC to control HVR installed on hub
server. To do this, install HVR on the PC (with Windows or MacOS) and configure HVR Remote Listener on hub
server.

Notes for Oracle

If HVR must perform log based capture from Oracle, then the Unix username that HVR uses must be able to read the
redo files and archive files that Oracle generates. This can either be done by adding HVR user to the oinstall or dba
group in /etc/group. The permission to read these files can also be given by creating special access control lists
(ACLs). For more information, see Requirements for Oracle.

Notes for Ingres

To perform log-based capture from Ingres a trusted executable must be created so that HVR can read from the internal
DBMS logging files. For more information, see section Creating Trusted Executable in Requirements for Ingres and
Vector.

See Also

For information about configuring HVR after the installation, see section Configuring HVR with the following topics:

® Auto-Starting HVR Scheduler after Unix or Linux Boot

® Auto-Starting HVR after Windows Boot

® Configuring Remote Installation of HVR on Unix or Linux
® Configuring Remote Installation of HVR on Windows

¢ Authentication and Access Control

® Encrypted Network Connection

® Hub Wallet and Encryption

® Network Protocols, Port Numbers and Firewalls

® Regular Maintenance and Monitoring for HVR

* HVR High Availability
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Installing HVR on Windows

Contents

® Requirements for Windows
¢ |nstall HVR on Windows
® Notes for SQL Server
® Notes for Azure
® See Also

This section provides information about the requirements and a step-by-step instruction on how to install HVR on
Microsoft Windows. The installation procedure described here is applicable (and also same) for installing - HVR as Hub
or HVR as remote agent.

Requirements for Windows

® Perl (version 5.6 or higher) must be installed if this is a hub server or if this is a server where HVR will perform log-
based capture and will use command Hvrlogrelease. If Perl is installed after the installation of HVR, then the
HVR Scheduler service must be recreated.

® When creating the HVR Scheduler or HVR Remote Listener service, HVR needs elevated privileges on
Windows 2008 and Windows 7. Normally this means the user must supply an Administrator password
interactively.

® On the hub machine, HVR's user needs the privilege Log on as a service.

® TheHVR Remote Listenerservice can be installed to run in one of two ways:
® Asa lLocal System.
® As a normal Windows user. In this case the user must have privilege Log on as a service. But this service
can only handle connections to its own username/password, unless it is a member of the Administrator
group (Windows 2003 and XP) or has Replace a process level token privilege (Windows 2008 and
Windows 7).

@ To start the Windows tool for managing privileges, use the command secpol.msc.

Install HVR on Windows

HVR's distribution for Windows is available for download in .exe and .zip format. The compressed file (.zip) distribution
is normally used as an alternative for the Windows executable based (.exe) distribution. The steps to install HVR are
also different on either formats of the distribution.

® |nstall Using Executable (.exe) File
® |nstall Using Compressed (.zip) File

Install Using Executable (.exe) File
To install HVR on Microsoft Windows using the .exe file, perform the following steps:

1. Log in to Microsoft Windows under a normal user account.
2. Run the HVR distribution file hvr-hvr_ver-windows-x64-64bit-setup.exe.
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3. Click Next in the installation wizard dialog.

[ @® HVR setup SR

Welcome to the setup wizard for HVR

This program will install HYR 5.5.0/1 (windows-x64-64bit) on
your computer.

Unauthorized reproduction or distribution of this program, or
Ve e bR e e o
e b e gos e

UL RE L RED RED BEL BEL BED BEL BED BEL BEL BEL BEL BEL BEL BEL BED Lo | Ilﬂmmmﬁﬁwmﬂﬂ‘e
Bk Lancel

‘J""'_""' s s
4. Read the License Agreement, select | accept the agreement and click Next.
@ HVR Setup I

License Agreement O

Please read the following License Agreement. You must accept the terms of this
agreement before continuing with the installation.

dispute will be California, United States of America. [~

HVE Software requires Customer to comply fully with 211 relewvant
export laws and regulations of the United States and other
applicaeble export and import laws.

HVE Software reserves the right to sudit Customer's on compliancy
of their license for using the Software.

(-]

@ i1 accept the agreement:

Do you accept this license?
I do not accept the agreement

< Back || Mext = || Cancel

5. Specify the HVR installation directory for HYR_HOME, HVR_CONFIG, and HVR_TMP and click Next.

@ HVR_HOME is regarded a read-only directory. The user files saved in this directory will be moved to a
backup directory when executing HVR for the first time or after an HVR upgrade.
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@ HVR Setup = ot S

Destination Directories O

Choose destination directories

Please specify the directory where HYR will be installed.

HYR_HOME Chhwrvhwr_home r‘:'
HVR_COMFIG  Chhwrhvr_config e
HVR_TMP Chhwrhr_tmp e

< Back “ Mext = |[ Cancel l

6. Click Next to create program folder for HVR.

@ HVR Setup = G

Select Program Folder O

Please select a program folder

Setup will add a program icon to the Program Folder listed below. You may type a new
folder name,

ChUsersh\skollanandy'\Start MenuPrograms’,
Program Folders: HVR

< Back “ Mext = |[ Cancel

7. Select Add HVYR_HOME, HVR_CONFIG and HVR_TMP, if required. This is to set the environment variables
HVR_HOME, HVR_CONFIG, and HVR_TMP for your operating system. Each of these environment variables
should be pointed to the respective HVR installation directories - hvr_home, hvr_config, and hvr_tmp.
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e

-
@ HVR Setup = | -

Additional Configuration O

Environment:

Add HYR_HOME, HVE_COMFIG and HVRE_TMP
Adds HYR_HOME, HVR_COMFIG and HYE_TMP to the Windows environment of

System user and change its PATH. Mot needed if HVR is only used through Windows
shortcuts,

Desktop:
Create a desktop icon

Flace an ican for the HVR User Interface on the deskton.

< Back “ Mext = |[ Cancel l

8. Click Next to initiate the installation.

b

-
@ HVR Setup = |-

Ready to Install O

Setup is now ready to begin installing HVR on your computer,

< Back “ Mext = |[ Cancel

9. After the installation is complete, click Finish.
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@& HVR Setup l = ihj

Completing the HVR Setup Wizard

Setup has finished installing HYR on your computer,

< Back

Cancel |

ﬁl o
10. The computer must be restarted to complete the installation. Click Yes to restart the computer immediately or No
to restart later.

-
@ Question — —

=

I.-”" "“-.I To complete the installation, Setup must restart your computer, Would
' you like to restart now?

Ma Yes

—— &

11. If this installation is done for using 'HVR as a hub' then copy the HVR license file (hvr.lic) into %HVR_HOME%\lib
folder. The license file is normally delivered by HVR Technical Support.

12. If this installation is done for using 'HVR as a remote agent' then an HVR listener port must be configured. For
more information, see Configuring Remote Installation of HVR on Windows.

@ For information about configuring HVR after installation, see section Configuring HVR.

Install Using Compressed (.zip) File
To install HVR on Microsoft Windows using the .zip file, perform the following steps:

1. Log in to Microsoft Windows under a standard user account.
2. Create the directories hvr_home, hvr_config, and hvr_tmp required for installing HVR.
Example:

C\>nkdir hvr
C:\>cd hvr
C.\hvr>nkdir hvr_hone hvr_config hvr_tnp
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@ hvr_home is regarded a read-only directory. The user files saved in this directory will be moved to a
backup directory when executing HVR for the first time or after an HVR upgrade.

3. Extract (unzip) HVR's compressed distribution file hvr-hvr_ver-windows-x64-64bit_ga.zip into hvr_home
directory.

4. Configure the environment variables HYR_HOME, HVR_CONFIG, and HVR_TMP for your operating system.
Each of these environment variables should be pointed to the respective HVR installation directories - hvr_home,
hvr_config, and hvr_tmp.

5. To set the environment variables:

a. Execute the command sysdm.cpl to access the Windows System Properties.

@ System Properties can also be accessed from Control Panel System and Security System
Advanced system settings. The shortcut for this is Windows Key+Pause.

b. In Advanced tab, click Environment Variables...

System Properties X

Computer Name Hardware Advanced  System Protection Remote

fou must be logged on as an Administrator to make most of these changes.

Performance

Visual effects, processor scheduling, memary usage, and virtual memaony

Settings...
Iser Profiles
Desktop settings related to your signdn

Settings...
Startup and Recoveny
System startup, system failure, and debugging information

Settings...

Environment Variables. ..

Ok Cancel Apply

c. Inthe section System variables or User Variables for user name, click New.
d. Enter Variable name (e.g, HVYR_HOME) and Variable value (e.g, C:\hvr\hvr_home).
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Mew User Varniable

Variable name:

Variable value:

Browse Directory...

| HVR_HOME

| Chhwrhvr_home

Browse File...

OK

Cancel

e. Click OK.

f. These steps should be repeated for each environment variables.

6. Add the HVR executable directory path (Y%oHVR_HOME%\bin).

66

a. In the section System variables or User Variables for user name, from the list of Variables, select Path

and click Edit....

b. Click New and enter the path for HVR executable.

Edit environment variable

%USERPROFILESS AppDatatLocal\Microsoft\ WindowsApps
ChUsers\hvruser AppDatat Roaminginpm
FeHVR_HOME3E\bin

oK

Edit

Browse...

Delete

Mawve Up

Mowve Down

Edit text...

Cancel

c. Click OK.

7. Click OK in System Properties dialog.
8. If this installation is done for using 'HVR as a hub' then copy the HVR license file (hvr.lic) into %HVR_HOME%\lib

directory. The license file is normally delivered by the HVR Technical Support.

9. If this installation is done for using '"HVR as a remote agent' then an HVR listener port must be configured. For

more information, see Configuring Remote Installation of HVR on Windows.

@ If the HVR installation is done for using 'HVR as a remote agent' (and not as a hub), then to save space, files not
required for the HVR remote agent can be removed using the command hvrstrip -r.
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@ For information about configuring HVR after installation, see section Configuring HVR.

Notes for SQL Server

67

® For trigger-based capture from SQL Server (not Microsoft Azure SQL Database), a special extended stored

procedure can be created called hvrevent. This procedure is not necessary for a capture machine if it is log-
based capture or certain capture parameters are defined (/ToggleFrequency or Scheduling/CaptureStartTimes
or /CaptureOnceOnStart). This DLL must be registered in the master database with the username under which
HVR will run. This step must be performed by a user which is a member of the system administration role. Use
the following SQL command:

C:\>o0sql -d master -U <user> -P <password>

> exec sp_addextendedproc ' hvrevent', 'c:\hvr\hvr_hone\bin\hvrevent.dl!|'
> gO

> grant execute on hvrevent to public

> go

® Replace pathname c:\hvr\hvr_home with the correct value of HYR_HOME on that machine.

To remove this extended stored procedure use the following SQL statement:

exec sp_dropext endedproc ' hvrevent'

If HVR does not actually run on the machine that contains the database (either the hub database is not on the
hub machine or HVR is capturing from a database without running on the machine that contains this database)
then this step should be performed on the database machine, not the HVR machine. If the HVR machine is 32 bit
Windows and the other database machine is 64 bit Windows then copy file hvrevent64.dll instead of file
hvrevent.dll. If both machines are 32 bit Windows or both are 64 bit Windows, then the file is just named
hvrevent.dll.

Notes for Azure

® For installations on Windows VMs in Azure, HVR Image for Azure can be used. For agent only installations, after

deploying the image the installation is finished. For using it as a first step in a Hub installation (use at least an A2
VM type), you can skip the HVR Distribution and Perl installation steps. Oracle and MS SQL database drivers are
preinstalled, so direct connections to these databases (including usage as hub database) can be made.

Azure SQL Databases can be accessed as SQL Server locations. To connect to the Azure SQL Database service
from the HVR hub on an Azure VM, make sure to set the database server configuration's firewall to enable Allow
access to Azure services. Using Azure SQL Database as the hub database is fully supported. For more
information, see Requirements for Azure SQL Database.

See Also

For information about configuring HVR after the installation, see section Configuring HVR with the following topics:

® Auto-Starting HVR Scheduler after Unix or Linux Boot
® Auto-Starting HVR after Windows Boot

® Configuring Remote Installation of HVR on Unix or Linux
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® Configuring Remote Installation of HVR on Windows
® Authentication and Access Control

® Encrypted Network Connection

® Hub Wallet and Encryption

® Network Protocols, Port Numbers and Firewalls

® Regular Maintenance and Monitoring for HVR

®* HVR High Availability
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Installing HVR in a Cluster

A cluster is a group of nodes which share a 'virtual' IP address and also have a shared file system. Both an HVR hub
and an HVR location can be put in cluster package. And if an HVR location is in a cluster, then there are different ways
for the HVR hub to connect to it. The three common scenarios are:

® HVR Hub in a Cluster
® | ocation with HVR 'Inside the Cluster'
® | ocation with HVR 'Outside the Cluster

HVR Hub in a Cluster

When the HVR hub runs inside the cluster, make sure that only one HVR Scheduler is running at a time (i.e. active
/passive not active/active) and ensure that the $HVR_CONFIG directory is shared between all nodes. $HVR_HOME
should either be shared between all nodes, or an identical copy should be reachable with the same path from all nodes.
Directory $HVR_TMP can be local. The DBMS of the hub database must also be inside the same 'cluster resource' or at
least be reachable with the same name from each cluster node.

On Windows, the commands hvrscheduler and hvrremotelistener can be enrolled in Windows cluster services using
option —c. These services must be recreated on each node. Once these services are enrolled in the cluster, then they
should only be controlled by stopping and starting the cluster group (instead of using option —as).

Command hvrmaint should be scheduled so it runs on whichever is machine active.

If the hub database is inside an Oracle RAC, then enroll the HVR services in the Oracle RAC cluster using command
crs_profile for script hvr_boot.

Location with HVR 'Inside the Cluster’

This means HVR will connect with its own protocol to a remote listener (configured using inetd on Unix) which is
configured to run inside all cluster nodes simultaneously. The hub then connects to the remote location using its
relocateable virtual IP address.

If this remote location is a file location, then these nodes must share the same file location top directory and state
directory.

Log based capture from an Oracle RAC requires this approach with a single capture location for the Oracle RAC. This
location should be defined using the relocatable IP address of the Oracle RAC cluster.

On Windows, the command hvrremotelistener can be enrolled in Windows cluster services using option —c. This
service must be recreated on each node. Once the service is enrolled in the cluster, then it should only be controlled by
stopping and starting the cluster group (instead of using option —as).

Directory $HVR_HOME and $HVR_CONFIG should exist on both machines, but does not normally need to be shared.
But for log based capture, if command hvrlogrelease is used, then $HVR_CONFIG must be shared between all nodes.
If SHVR_TMP is defined, then it should not be shared. Command hvrlogrelease should then be scheduled to run on
both machines, but this scheduling should be ‘interleaved' so it does not run simultaneously. For example, on one
machine it could run at '0, 20, 40' past each hour and on the other machine it could run at '10, 30, 50' past each hour.

Location with HVR 'Outside the Cluster

This means that HVR connects using the DBMS's network protocol (e.g. a TNS alias) as if it were a normal SQL client.
This means that it is unaware that the database is really in a cluster.

This is not supported for file locations. A benefit is that HVR does not need to be installed inside the cluster at all; a
disadvantage is that the DBMS protocol is not as efficient as HVR's protocol because it does not have compression.
HVR log based capture does not work in this situation; it must be installed ‘inside’ the cluster.
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Upgrading HVR

Upgrading installations can be a large undertaking, especially when it involves downtime or lots of machines. For this
reason different HVR versions are typically fully compatible with each other; it is not necessary to upgrade all machines
in a channel at once. When upgrading from HVR version 4 to HVR 5 additional steps are necessary. Fore more
information, see Upgrading from HVR Version 4 to 5

In many environments all machines will just be upgraded at the same time.

It is also possible to only upgrade certain machines (e.g. only the hub machine, GUI, remote source or target). If this is
done, it should be understood that each HVR release fixes some bugs and or contains new features. Each fix or feature
is only effective if the correct machine is upgraded. For example, if a new HVR release fixes an integrate bug, then that
release must be installed on the machine(s) which do integrate. If only the GUI and/or hub machine is upgraded, then
there will be no benefit. Read the HVR Release Notes (in $HVR_HOME/hvr.rel) for a description of which features and
fixes have been added, and which machine must be upgraded for each feature and fix to be effective. New features
should not be used until all machines that are specified for that feature are upgraded, otherwise errors can occur.

Before upgrading HVR it is recommended to take a full backup of the following:

® the HYR_HOME and HVR_CONFIG directories.

® the HVR hub database using the DBMS native backup option.
Alternatively, use the command hvrcatalogexport to create a backup of the hub database. However, this
command does not support creating backup of HVR Events and Statistics related information. To
backup the hub database using this method in HVRGUI, right-click the hub and select Export Catalogs.
Ensure that all Catalogs (Locations, Channel Definitions, Group Membership, and Configuration
Actions) are selected in the Export Catalogs... dialog. Click Browse and specify the name for the
backup file to be created. Click OK.

1. If this is a hub machine then stop the HVR Scheduler:

= _ Scheduler E'@

Class Database Connection
Orade Serve ctijerina-pcisglexpress
Ingres [ Vector(H Pakhase e in
S0L Serve
) User ]
DB2 for Linux, Unix and Windows
Eacownrd
T Far assword ITTITTITITIY
oL 10
PostgreSCOL Environmen
Create... Start Test Stop D Destroy

Service is running.
2. If the HVR Remote Listener service is running, it must be stopped.

+_ HVR Remnocte Listener EI@

-

Port 4343 |5

m
o1}
—
m
Ln
Ll
[}
m
[
(=]

[}

Test || Stop |

| Close | | Help

Service is running.

3. Stop all HVR GUI processes.
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4. On AlX, uninstall the old HVR runtime executables using command (only for Unix & Linux):

Unix & Linux

$ rm $HVR HOVE/ | i b/ *

Alternatively, remove all cached shared libraries from the kernel by executing the command slibclean as root
user. This step is not needed for other flavors of Unix or Linux.
5. Install the new version of HVR downloaded from https://www.hvr-software.com/account/.

a. For Unix or Linux, read and uncompress the distribution file into the HYR_HOME directory.

$ cd $HVR _HOVE
$ umask O
$ gzip -dc /tnp/hvr-5.0.3-1inux_glibc2. 5-x64-64bit.tar.gz | tar xf -

b. For Windows, run the HVR installation file (.exe) or extract the compressed file (.zip) into the HYR_HOME
directory.

6. If HVR must perform log—based capture from Ingres, it needs a trusted executable to read from the DBMS
logging system.

L

Click here to see the steps...
Execute the following commands while logged in as the DBMS owner (ingres):

$ cd /usr/hvr/hvr_hone
$ cp bin/hvr sbin/hvr_ingres
$ chnod 4755 sbin/hvr_ingres

It is not required to create a trusted executable when either of the following are true:

® capture is trigger-based
® capture will be from another machine
® HVR is running as the DBMS owner (ingres)

Additionally, on Linux, the trusted executable should be patched using the following command:

$ /usr/hvr/hvr_hone/lib/patchelf --set-rpath /usr/hvr/hvr_hone/lib --force-rpath /usr
/'hvr/ hvr _hone/ sbi n/ hvr _i ngres

If HVR and ingres share the same Unix group, then the permissions can be tightened from 4755 to 4750.
Permissions on directories $SHVR_HOME and $HVR_CONFIG may need to be loosened so that user Ingres can
access them;

$ chnod g+r X $HVR _HOME
$ chnmod - R g+rwX $HVR_CONFI G

7. Launch HVR GUI and connect to the hub.
When connecting to the HVR hub for the first time after the upgrade, a warning dialog (Warning: W_JR0909)

may be displayed. This dialog lists all files that will be moved to a backup directory (/hvr_home/backup/
currentdate) since they are not required or could be potentially dangerous in the upgraded version of HVR.
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These files can include the old HVR installation files like shared libs or scripts and also the scripts/files added by
the user.

HVR regards HVR_HOME as its private directory which should not contain user files.

In the warning dialog, click Continue to move the files to a backup directory (/hvr_home/backup/currentdate).

If Abort is clicked, these files will not be moved to the backup directory. However, these files can be purged at a
later time using the command hvrstrip -P. Note that executing hvrstrip -P does not create backup of the files
being purged.

Following is a sample screenshot of the warning dialog:

® Warning — O >

W_|RI09: While upgrading to HVR 5.6.6/0 (linux_glibc217-x64-64bit), 125 files need to be moved to
Jhwrfhwr_home'badeup/2019-08-13 14-35:

S hwerfhwer_homedwwer'l 3cea581 099 0eb0de3107 5,

Jhwrfhwr_homefwwoerhive 131 afbaTe5d2cadcadeSpng,

e hwer_homedwwerruntime. 4d8d238 TAbb3%4 ccb2 0 s,

S hwer fhwer_homedwwen' 20,38 365 Tad 5eb 2 c5dffe s,

e fhwr_homedwwread'common 9495falel c38b8c8l cYe js

& Run hvrstrip -p to display the full file list, hvrstrip-Pto purge them marmually or confimm to do this
automati cally.

[~ Rememberthis answer.

Abort

8. For certain bug fixes it may be necessary to regenerate the Scripts and Jobs for each channel. Note that this
upgrade step is seldom needed; only if it is explicitly mentioned in the HVR Release Notes.

T — N
<. HVRInitialize for channel hur_demnS_El&lg
e —

@ Create or Replace Objects
(7 Drop Objects
Locations Advanced Options |
Object Types Capture Rewind
[] state Tables i@ Mone
[7] Change Tables To Start of Qldest Transaction and Emit from Mow Open Transactions. ..
Database Triggers To Time
Emit from:
Database Procedures @ Rewind Time
[] Transaction Files and Capture Time Spedfic Time
[] Table Enroliment hwr_ti_seq
[7] supplemental Logging Orade SCM
Scripts and Jobs To Capture All Files
File Location State Parallelism for Locations | Mone -
Table Mame Base Table Mame
- All Tables

Initialize ][ Close ][ Help

hwrinit -oi -h oracle 'sfhub/YfBkz0zY' hvr demoSl
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This can be done on the command line as follows:
hvrinit -oj hubdb/password channel nane

9. If the HVR Remote Listener service was stopped before upgrading HVR, it must be restarted.

«_ HVR Remote Listener E'

Port 4343 =

Create... Start Test ] [ Stop ] ®y Destroy

[ Close ] [ Help ]

Service is running.

10. If thisis a hub machine,_r-estart the HVR Sched_ulgr.

2. Scheduler | e

Class Database Connection

Cracle Server  [INDIAYhwr2014
Ingres [ Vector(H)

i@ SOL Server

Database hmhub

User hwr
DB2 for Linux, Unix and Windows
DE2 for i Password TIIIIIIIIIL]
PostgreSOL Environment
Create... Start Test ] [ Stop ] Hy Destroy

[ Close ] [ Help

Service is running.
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Downgrading HVR

Contents

¢ Downgrading HVR Hub
® Downgrading HVR Remote Agent (Capture and Integrate)

This section provides a step-by-step instruction on how to downgrade HVR to an earlier version from which it was last
upgraded. The primary goal of the downgrade procedure is to restore HVR quickly and safely to a known configuration in
the previous version.

The procedure here assumes that:

® a backup of the Hub database and the HYR_HOME, HVR_CONFIG directories were created before performing
the HVR upgrade and

® in the upgraded HVR version, no capture or integrate jobs had successfully completed a replication cycle and
HVR Initialize had not been run or had only been run with options Table Enroliment (-oe) and Scripts and Jobs
(-0j) selected.

A The procedure mentioned in this section is applicable only to immediately revert an HVR upgrade performed.
Contact HVR Technical Support for the downgrade procedure in case HVR has processed changes after the
upgrade or if an error is encountered during/after the downgrade.

Downgrading HVR Hub

To downgrade the HVR Hub, perform the following steps:

Stop HVR Scheduler and HVR Remotelistener.
Install the previous version of HVR.
Restore HYR_HOME and HVR_CONFIG directories from the backup.
Restore the Hub database from the backup. One of the following methods can be followed for restoring the hub
database backup:
® Restore the Hub database using the DBMS native restore option. This step is possible only if the backup
was created using the DBMS native backup option. After restoring the Hub database, launch HVR GUI
and connect to the Hub database.
® Restore the Hub database (HVR catalogs) using the command hvrcatalogimport. This step is possible
only if the backup was created using the command hvrcatalogexport.
In HVR GUI,
a. Launch HVR GUI and connect to the Hub database.
b. Right-click the HVR hub and select Import Catalogs...

el NS s
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@® HvR
File Wiew Help
(e)Hub Machines
-1 B

Connect
Disconnect
Deregister...
Import Catalogs...

Export Catalogs...
Export Stats History...
Event Audit Trail

Reload Hub

Properties

c. Select the catalog file (.xml) and click Open.
d. Click OK to confirm.

In CLI,

a. Execute the following command to import HVR catalog:

hvr cat al ogi nport hubdb catal ogfile

5. Execute HVR Initialize with options Table Enrollment, Replace old Enrollment, and Scripts and Jobs
selected.
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@ HVR Initialize for channel hvr_demeo — O >

(@) Create or Replace Objects
() Drop Objects

Options Locations

Object Types Capture Rewind

[] state Tables Mone
Change Tables To Start of Oldest Transaction and Emit from Mow Open Transactions. ..
Database Triggers To Time Local Time -
Database Procedures Emit from:

[] Transaction Files and Capture Time Rewind Time

Table Enrolment Spedfic Time Local Time -
Replace old Enrollment hvr_t_seq

[] supplemental Logging Orade SCN

Seripts and Jobs To Capture All Files

File Location State Parallelism for Locations | Mone -

Table Mame Base Table Mame
[ [#] all Tables

Gose || b

hwvrinit -0k -h oracle hvrhub/{Cb/C.KaR} hvr demo

This can also be executed in the command line as:

hvrinit -oE -h oracle hvrhub/hvrhub hvr_deno

6. Start Replication.
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® HVR

File View Help
(@Hub Machines
- [ localhost
3. 5 hvrhub
+ ~Location Configuration

—|-[*“)Channel Definitions
N Hihvrdemo

- © scheduler

Start
Stop
All Jobs in System #

View Log
Clear Recent Errors
Statistics
Topology

Maintenance Tasks

Reload Jobs

Properties

Downgrading HVR Remote Agent (Capture and Integrate)
To downgrade (roll-back the upgrade) HVR remote agent, perform the following steps:
1. Stop the HVR Remotelistener, if running.
® In Windows,

a. Click File HVR Remote Listener.
b. Click Stop.

@ HVR Remote Listener — O >

Port|4343 |5
Create... Start Test @Destrny

— [

This can also be executed in the command line as:

hvrrenotel i stener -ah 4343

® |n Unix/Linux,

Execute the following command to stop the hvrremotelistener:

$ hvrrenotel i stener -k 4343

2. Install the previous version of HVR.
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3. Start the HVR Remotelistener.
®* |In Windows,

a. Click File HVR Remote Listener.
b. Click Start.

@ HVR Remote Listener — O 4

Port|4343 |3
Create... Test Stop E;Destroy

Close Help

Service is not running.

® This can also be executed in the command line as:

hvrrenotel i stener -as 4343

® |n Unix/Linux,

Execute the following command to start the hvrremotelistener:

$ hvrrenotelistener -d 4343

©2020 HVR Software. All Rights Reserved.
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Migrating HVR Hub to New Server

Contents

Scenario

Prerequisites

Prepare New HVR Hub

Migrate HVR Location Definitions from Old HVR Hub to New HVR Hub
Test Connection for All Locations in New HVR Hub

Migrate Remaining Catalog Definitions from Old HVR Hub to New HVR Hub
Shut Down Old Hub

Migrate Stateful Information from Old HVR Hub to New HVR Hub Server
Deploy and Start New HVR Hub

® Run Maintenance Tasks

This section describes the procedural steps for an HVR administrator to migrate a current HVR Hub to a new server. It is
assumed that moving the HVR Hub will not impact any HVR Agent installation or connection to any location.

The steps apply to migrating an HVR Hub from/to Windows or Linux/UNIX platforms. This procedure is for migration and
not intended for HVR upgrade. Instructions for upgrading an HVR instance in place can be found on the Upgrading HVR

page.

® This section does not address generating or using new SSL certificate information.
® This section does not address any Agent Plugin actions that reference a custom file path or any other
environment variable that may reference a custom file path.

Scenario

At some point, an HVR administrator may need to upgrade the server, on which the HVR Hub is installed. The reason
may be that the old hardware is no longer supported or the need to move to a server with an upgraded or different
operating system or faster storage disks, and for a variety of other reasons. In this case, the administrator has to stop
the replications services on the HVR Hub to move (aka migrate) all the replication objects (locations, channel definitions,
jobs, schedules, and maintenance tasks) to a new server. The result is HVR replication services run on a new HVR Hub
server without losing any transactional data during migration with minimal downtime.

Prerequisites

® Ensure you read the compatibility section to ensure that HVR is compatible with a new server you selected to be
the HVR Hub.

® Ensure you download the HVR installation distribution from the HVR product download site for your specific
operating system in advance of performing any steps to reduce the outage time during migration.

® Ensure you have already installed the database that will serve as the new HVR repository and created a schema
/database/user that has the same name as the previous HVR repository prior to performing migration.

A This section does not cover steps that involve renaming your repository schema/database/user during
migration. Changing the owner of the HVR Catalogs impacts path statements in the router folders
requiring additional steps not covered in this section.

® |finstalling the HVR Hub on a Windows server, ensure you have installed Perl.

® Review the requirements section for specific operating system (Windows or UNIX/Linux) for the new Hub.

® If you are moving the HVR Hub to Azure, ensure you read the section on Installing HVR on Azure using HVR
Image.
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Prepare New HVR Hub

1.

w

Install HVR on a new HVR Hub server.
2. Copy the HVR license file from the old server to the new server.

H= H o o o o

® License files are located in the HYR_HOME/lib directory with a .lic file extension.

® Some license files are generated with a unique HVR hub fingerprint matching your older server. If a
license file contains a fingerprint, it will not be usable on the new server. To determine if your license file
includes a fingerprint, view the contents of the file to see if it includes a line with # Hub fingerprint. Here is
an example of a license file that includes a fingerprint:

HVR license issued YYYY-MMM-DD

Hub platform: *
Expiry date: PERMANENT
HVR features: repl |cmp| refr|sapx

Capture locations: <max and class>
Integrate locations: <max and class>
Hub fingerprint: <HVR Hub Fingerprint> s

& While the default file name is hvr.lic, many sites have multiple license keys, so ensure you copy all files

with the .lic file extension and transfer them to the new server to the HVYR_HOME!/lib directory.

If your license file is bound to a unique server fingerprint, then you will need to obtain a new HVR license key. For
more information on how to do this, refer to the '"HVR License File' section of the Installing and Upgrading HVR
page.

Start the HVR Remote Listener on the new server.

Launch the HVR GUI. When you launch HVR GUI for the first time, the Register Hub window is displayed
automatically. Register Hub can also be accessed from menu File Register Hub.

® Hvr

Eila, | Wiaaw Halw

1er

(— Ve e SEE -
[ 1

[g ______ Register |iub

HVR Remote Lister
HVR Proxy

Exit

Enter the details to connect to your HVR Hub server, including:
- HVR Remote Listener server node, port, and login information
- Repository Class

- Database Connection

& If the old hub connects to a remote database, you don't need to export/import catalogs after registering

the new hub. In this case, firewalls relative to the new hub server must be opened to initiate connectivity.
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Migrate HVR Location Definitions from Old HVR Hub to New HVR Hub

1. Export the location definitions: right-click the old HVR Hub and select Export Catalogs.

® HVR
File View Help
(@Hub Machines
- | localhost
A
Connect
Disconnect
Deregister...

Import Catalogs...
Export Catalogs...
Export Stats History...
Event Audit Trail

Reload Hub
Properties

2. In the Catalog dialog, clear all the items except for Locations.
3. Use the Browse button to choose a folder and name the file to store the output. Click OK.

® Export Catalogs... >
Catalogs Scope
Locations All Channels
[] channel Definitions Channel

[ ] Group Membership
[ ] configuration Actions

FiIEL:Dnﬁgfexpurtsﬂ-l'l.-'R-l_Dcaﬁnns.xml|I Browse I

COK Cancel Help

Ci/hvr/hwr confia/exports/HYR-Locations.xml

4. Import the location definitions: right-click the new HVR Hub and select Import Catalogs.
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® HVR
File View Help
(Hub Machines

- | localhost
Connect
Disconnect
Deregister...
Import Catalogs...

Export Catalogs...
Export Stats History...
Event Audit Trail

Reload Hub
Properties

5. Select the XML file, to which you saved the exported location definitions and click Open.

Test Connection for All Locations in New HVR Hub

1. Right-click each location to view their Properties.

& If any of the locations was previously defined on the old HVR Hub as a local connection, it may need to
be updated to include the properties of the remote connection.

2. Click Test Connection and adjust the location properties if needed.
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Q Location src

Location

Location src

Description | Oracle demo database

Node

Port

Class

(®) Orade

(") Ingres [ Vector(H)

() SQL Server

() DB2 Linusx/Unix/Windoy
() DB2 for i

() DB2 for /05

() PostgreSQL/Aurera
() MySQL/MariaDE Aurars
) HAMA

() Teradata

() snowflake

(") Greenplum

() Redshift

(") Hive ACID

() File /FTP / Sharepaint

Connection Group Membership

|:| Connect to HYR on remote machine

Login
Password

#  Database Connection

ORACLE_HOME | |

(@) ORACLE_SID |

) TS

) RAC SCAN 1521
Service

ser |

Password |||-|||-|||-|

[ ] Above is for Redo access only;

either for Data Guard {non-active) Standby or Root Container
for LogMiner

v

Test Connection | | Ok Cancel Help

3. Repeat this step for all connections until all connection tests are successful.

Migrate Remaining Catalog Definitions from Old HVR Hub to New HVR

Hub

1. Export the location definitions: right-click the old HVR Hub and select Export Catalogs.

83

2. In the Catalog dialog, clear the Locations item and leave the Channel Definitions, Group Membership, and

Configuration Actions

3. Use the Browse button to choose a folder and name the file to store the output. Click OK.

items for All Channels selected.

® Export Catalogs...

Catalogs
|:| Locations
Channel Definitions
Group Membership
Configuration Actions

ot

Scope
(®) All Channels

() Channel

FiIEL’ﬂwvr_cunﬁgfexpnrtsfuld_huI:u.xml|| Browse I

0K

UACCY Ci/hvr/hvr confia/exports/old hub.anl

Cancel Help

4. Import the catalog definitions: right-click the new HVR Hub and select Import Catalogs.
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5. Select the XML file, to which you saved the exported catalog definitions and click Open.
6. Verify that your entire HVR Catalog has been imported to the new HVR Hub server.

& The hvr_stats and hvr_event catalogs are not part of the catalog being exported/imported.

Shut Down Old Hub

There are two methods to consider when shutting down the old HVR Hub to transfer all of the stateful information to the
new HVR Hub server.

Method 1: Stop the entire HVR Scheduler, which subsequently stops all replication jobs under the Scheduler. The
advantage of the first method is that all jobs complete in one step, so you minimize the time to move files to the new
HVR Hub server.

Method 2: First stop all the capture jobs and wait until all the integrate jobs have completed. The advantage of the
second method is that you don't have to archive as many unprocessed HVR transaction files, which can sometimes
contain hundreds of files.

1. Stop the entire HVR Scheduler, thereby stopping all the jobs defined under the HVR Scheduler.

2. Alternatively, stop all the capture jobs first, wait for all the integrate jobs to drain all pending changes, then stop all
the integrate jobs, and after that stop the entire HVR Scheduler.

3. Close all the HVR GUI dialog windows associated with the old HVR Hub server.

Migrate Stateful Information from Old HVR Hub to New HVR Hub Server

1. Archive the entire $HVR_CONFIG directory and its sub-directories from the old HVR Hub server.
2. Transfer the archived file from the old HVR Hub server to the new HVR Hub server.
3. Unzip the entire $3HVR_CONFIG to the parent /hvr directory on the new HVR Hub server.

Deploy and Start New HVR Hub

1. Launch the HVR GUI and connect to the new HVR Hub repository. For all channels, you must run HVR Initialize
to deploy local runtime objects, including scripts and jobs.
2. Right-click the channel definition and select HVR Initialize.
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® Hvr
File View Help
I@Hub Machines
= |4 localhost
El--.j'_|h'urhub
. .. F: L aration Canfim waton o
—E]T_-“— =T s
Insitilize S e HVR|
Refresh HVE.
Compare HVR:
Action 3 Mew
Copy
ME... Rena
e.. Delet
1t Catalogs... Expan
t Stats History... Expan
erties Prop:

3. In the Object Types box, select Scripts and Jobs, leaving all other objects unselected, and click Initialize.
4. Repeat these steps for all channels.

(@ Create or Replace Objects
() Drop Objects
Qptions Locations
Object Types
[] state Tables
Change Tables
Database Triggers
Database Procedures
[] Transaction Files and Capture Time
[] Table Enroliment
Replace old Enrollment
[] supplemental Logging
Scripts and Jobs

E HYR Initialize for channel hyrdemo

Capture Rewind
Mone

To Start of Oldest Transaction and Emit from MNow

To Time

Emit from:
Rewind Time

Spedific Time
hwr_tx_seq
Orade SCH

To Capture All Files

Open Transactions...

Local Time -

Local Time

Parallelism for Locations | Mone

File Location State ~
Table Mame Base Table Mame
- ] all Tables
Initialize | | Close | | Help

hvrinit -oj -h oracle ichub/{ZrXVUACCH hvrdemo

5. Start the HVR Scheduler.
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6. Right-click the HVR Scheduler and select All Jobs in System Start. This will start all the replication jobs under
the HVR Scheduler.

& HVR

File Wiew Help
.S]Hul:u Machines
=8 3| localhost

- 54 hwrhub

+-[={Location Configuration

R« == U FTTE T T

: - TR

Start

Stop

All Jobs in Systerm Start

Nl Suspend

Clear Recent Errors Unsuspend
Statistics Mew Attribute...
Topology Delete...

Maintenance Tasks

Reload lobs

Properties

Run Maintenance Tasks

You can configure maintenance tasks to manage and maintain the replication environment once the system goes live.
HVR will send alerts as needed by email if errors are detected.

1. Right-click the HVR Scheduler and select Maintenance Tasks.
2. In the Maintenance Tasks dialog, schedule and run maintenance tasks as needed.
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® HVR

File View Help

I';,ﬁlHubn Machines
=- | localhost
=+ & hvrhub

- iFhvrdemo

[+~ Location Configuration
El [““IChannel Definitions

-- @ Scheduler :

Start
Stop
All Jobs im Systern ¥

View Log

Clear Recent Errors
Statistics

Topology
Maintenance Tasks

Reload Jobs
Properties
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Upgrading from HVR Version 4to 5

Upgrading installations can be a large undertaking, especially when it involves downtime or lots of machines. For this
reason different HVR versions are typically fully compatible with each other; it is not necessary to upgrade all machines
in a channel at once. Also HVR 4 and HVR 5 can connect to each other, for details see Changes to HVR Version 5
When Upgrading from HVR Version 4.

In many environments all machines will just be upgraded at the same time.

It is also possible to only upgrade certain machines (e.g. only the hub machine, GUI, remote source or target). If this is
done, it should be understood that each HVR release fixes some bugs and or contains new features. Each fix or feature
is only effective if the correct machine is upgraded. For example, if a new HVR release fixes an integrate bug, then that
release must be installed on the machine(s) which do integrate. If only the GUI and/or hub machine is upgraded, then
there will be no benefit. Read the HVR Release Notes (in $HVR_HOME/hvr.rel) for a description of which features and
fixes have been added, and which machine must be upgraded for each feature and fix to be effective. New features
should not be used until all machines that are specified for that feature are upgraded, otherwise errors can occur.

1. If atarget location is upgraded from HVR version 4 to HVR 5 the replication needs to be flushed.
Suspend the capture jobs, wait until the integrate jobs have finished integrating all the changes (so no transaction
files are left in the router directory) and then suspend them too.

$ hvrsuspend hubdb chn-cap
$ hvrstart -w hubdb chn-integ
$ hvrsuspend hubdb chn-integ

2. If this is a hub machine, then stop the HVR Scheduler:

= _ Scheduler E'@

Class Database Connection

Cjerina-pcisgiexpress

UISer sda

DE2 for Linux, Unix and ndows
NDE? fo Password ITITIIIITIIIY.
Lo Tor
PostgreS0L Ervironmen
Create. Start Test Stop D Destroy
| Close | | Help

Service is running.
3. If the HVR Remote Listener service is running, it should be stopped.

= HVR Remote Listener EI@

-

Port 4343 |5

Start Test | | Stop | Destroy

[}
m
51}
m

| Close | | Help |

Service is running.

4. Stop all HVR GUI processes.
5. On AlX, uninstall the old HVR runtime executables using command (only for Unix & Linux):

Unix & Linux
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$ rm $HVR HOVE/ | i b/ *

Alternatively, remove all cached shared libraries from the kernel by performing command slibclean as root. This
step is not needed for other flavors of Unix or Linux.
6. Read and uncompress the distribution file.

Unix & Linux

In Unix and Linux this is done by:

$ cd $HVR _HOVE
$ unask O
$ gzip -dc /tnp/hvr-5.0.3-1inux_glibc2.5-x64-64bit.tar.gz | tar xf -

On Microsoft Windows this is performed using the installation wizard:

C:\> d:\hvr-5.0. 3-wi ndows- x64- 64bi t - set up. exe

7. If HVR must perform log—based capture from Ingres, it needs a trusted executable to read from the DBMS
logging system. Perform the following steps while logged in as ingres:

Ingres

$ cd /usr/hvr/hvr_hone
$ cp bin/hvr sbin/hvr_ingres
$ chnod 4755 sbin/hvr_ingres

Additionally, on Linux the trusted executable needs to be patched using

$ /usr/hvr/hvr_hone/lib/patchelf --set-rpath /usr/hvr/hvr_hone/lib --force-rpath /usr
[ hvr/ hvr _hone/ sbi n/ hvr _i ngres

These steps are not needed if capture will be trigger—based or if capture will be from another machine.
If HVR and ingres share the same Unix group, then the permissions can be tightened from 4755 to 4750.

8. If the hub machine is being upgraded, then the HVR version 4 actions need to be upgraded to HVR 5 actions.
This can be done automatically by connecting with a new version 5 HVRGUI to this hub installation; A pop-up will
appear to change the HVR 4 definitions to HVR 5.

9. If the hub machine is being upgraded, the data type information in the HVR catalogs need to be reloaded. For
each channel use the HVR GUI's Table Explore to improve this information: Click Replace for all tables that
show differences. This step is optional, but if it is omitted and a subsequent HVR Refresh is instructed to recreate
mismatched tables it could create target tables with incorrect data types.

10. If the hub machine is being upgraded, it is necessary regenerate the job scripts for all channels.
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HWR Initialize for channel hur demo51 LE 5] |

|| @ Create or Replace Objects
|| ) Drop Objects

|| Locations Advanced Options |

Object Types Capture Rewind
State Tables @ Mone
Change Tables To Start of Oldest Transaction and Emit from Now Open Transactions. .. |
[] Database Triggers To Time | - |

Emit from:

[] Database Procedures @ Rewind Time
Transaction Files and Capture Time Spedfic Time | - |
Table Enrolment hwr_tw_zeq | |
Supplemental Logging Oracle 5CN | |
Seripts and Jobs To Capture All Files
[] File Location State Parallelism for Locations [None - ]
Table Mame Base Table Mame

- All Tables

Intidize | | dose || Hep |

hwrinit -oi -h oracle 'sfhub/YfBkiz0z}Y' hvr demo5l

This can be done on the command line as follows:
$ hvrinit -oj <hubdb>/<password> <channel nane>

11. If a target machine was upgraded from HVR version 4 to HVR 5, the state tables need to be regenerated. If
Integrate /Burst is used, the burst tables need to be recreated as well.
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-
<. HVR Initialize for channel hvr_demo31 LE Ehu

@ Create or Replace Objects
() Drop Objects

Locations Advanced Options |

Object Types Capture Rewind
State Tables @ Mone
o7 o Start o est Transaction and Emit from Mow pen Transactions. ..
Change Tables To Start of Oldest Tr ti d Emit from M 0 Tr ti
[] Database Triggers To Time | v|
Emit from:
[] Database Procedures @ Rewind Time
Transaction Files and Capture Time Spedfic Time | - |
able Enrolimen wr_tw_seq
Table Enrolment hvr_t
Supplemental Logging Oracle 5CN | |
Seripts and Jobs To Capture All Files
ile Location arallelism for Locations -
[] File Location State Parallelism for Locations | Mone

Table Mame Base Table Mame

[ All Tables

|_ialze || cose | nep |

hwrinit -osc -l decll -I dec0?2 -h oracle 'sthub/fBEz0zY' hvr demo5l

This can be done on the command line as follows (for each target location):

$ hvrinit -ocs -1 <target |ocation> <hubdb>/<password> <channel nane>

12. If the HVR Remote Listener service was stopped, it must be restarted.

< . HVYR Remote Listener
Port 4343 El
| Create... || Start |[ Test ” Stop ]|'E‘:,j' Dest'u:uy|

[ Cose J[ hep |

Service is running.

13. If this is a hub machine, restart the HVR Scheduler.
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— T— S —
@, Scheduler E@g

Class Database Connection

Crade Server  [INDIAYhwr2014
Ingres [ Vector(H)

@ s0L Server

Database hmhub

User hvr
DB2 for Linux, Unix and Windows
B2 for | Password Tl
PostgrescL Environment
Create... Start Test ] [ Stop ] By Destroy

[ Close ] [ Help

Service is running.

14. If the replication jobs were stopped, restart the replication

$ hvrstart hubdb chn-cap
$ hvrstart hubdb chn-integ
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Changes to HVR Version 5 When Upgrading from HVR
Version 4

Contents

® Changed Commands and Renamed Dialogs
® Changed Actions and Action Parameters

HVR version 5 contains various changes to HVR version 4. This includes changes to HVR commands and actions.
There are also limitations to HVR's network compatibility; the ability of HYR on one machine to talk to HVR on a different
machine. When upgrading from HVR version 4 to HVR 5 additional steps are necessary. Fore more information, see
Upgrading from HVR Version 4 to 5.

If a new (HVR version 5) GUI detects old (HVR version 4) actions in a new (version 5) hub machine, it will suggest that
these actions be renamed. A popup assistant will do this renaming.

Changed Commands and Renamed Dialogs

The following HVR commands and dialogs are renamed between HVR version 4 and HVR version 5.

Command hvrload (dialog HVR Load) is renamed to Hvrinit (dialog HVR Initialize).

Command hvrtrigger (right-click Trigger) is renamed to Hvrstart (right-click Start)

Dialog Table Select is renamed to Table Explore.

HVR Refresh checkbox Unicode Datatypes (Hvrrefresh option -cu) has moved to TableProperties
/CreateUnicodeDatatypes.

Changed Actions and Action Parameters

Various actions and parameters are renamed and/or redesigned. The major changes are;

® Actions DbCapture, FileCapture and SalesforceCapture are united into a single action called Capture.

® Actions Dbintegrate, Filelntegrate and Salesforcelntegrate are united into a single action called Integrate.

® Action Transform is redesigned; some functionality has moved to new action FileFormat (see parameters
/CaptureConverter and /IntegrateConverter) while other functionality moved to ColumnProperties /SoftDelete.

® Action Agent is renamed to AgentPlugin because HVR's remote executable is also called 'agent'.

The following is a complete list of these changes:

Old (HVR 4) Actions and Parameters New (HVR 5) Actions and Parameters

Action DbCapture Action Capture. Remove parameter /LogBased
(new default). Add /TriggerBased added if /Log
Based is NOT defined. Other parameters are

copied.
Actions FileCapture and SalesforceCapture Action Capture
Actions Dbintegrate Filelntegrate and Salesforcelntegrate Action Integrate
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Parameters /SupplementalLogsPK and /SupplementalLogsNoPK Parameter /SupplementalLogging of Capture.

of DbCapture

Parameter /NoTranLogTruncate of DbCapture

Parameter /Journal of Dbintegrate, Filelntegrate or Salesforcel
ntegrate

Parameters /BulkAPI and/or /SerialMode of *Salesforcelntegrate

*

Parameters /Resilient, /Resilientinsert, /ResilientUpdate, /Resili
entDelete and /ResilientWarning of Dbintegrate

Parameter /DbProc and /DbProcDuringRefresh of Dbintegrate

Parameter /HvrOpField of Filelntegrate.

Parameter /ConvertNewlinesTo of Filelntegrate

Parameter /DistributionKey of ColumnProperties

Parameter /RefreshWithGroup of Restrict

® |f /SupplementalLogsPK=CDC_TAB and /S
upplementalLogsNoPK=CDC_TAB then
set /SupplementalLogging=CDCTAB.

® |f /SupplementalLogsPK=ARTICLE and /Su
pplementalLogsNoPK=CDC_TAB then set/
SupplementalLogging=ARTICLE_OR_CD
CTAB.

® |f /SupplementalLogsPK is not set and /Sup
plementalLogsNoPK=CDC_TAB then set /S
upplementalLogging=ARTICLE_OR_CDCT
AB.

Other combinations are no longer supported.

Parameter /LogTruncate=NATIVE_DBMS_AGE
NT of Capture.

Parameter /JournalRouterFiles of Integrate

Parameters /BulkAPI and/or /SerialMode of Loc
ationProperties

Integrate /Resilient=WARNING if /ResilientWar
ning was defined, Integrate
/Resilient=SILENT_DELETES if /ResilientDelet
es was defined, otherwise /Resilient=SILENT.

Integrate /DbProc. Parameter /Context=|refr is
added if /IDbProcDuringRefresh was not
defined in HVR Version 4.

& In HVR Version 5 refresh will by default
use /DbProc if action Integrate /DbProc
is set for specific tables unless refresh
is run with context refr.

Removed. Use ColumnProperties
/Name=hvr_op_val /Extra
/IntegrateExpession={hvr_op}

FileFormat /ConvertNewlinesTo
This still exists, by the distribution key can now
be set directly in Table Explore dialog instead.

This is recommended.

Removed. Use Restrict /Context instead
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Transform /Rows2Xml

Transform /Rows2Csv or /Builtin=XmI2Csv or /Builtin=Csv2Xml

Transform /ArgumentValue.

Transform /Command on file capture location to reformat input.

Transform /Command on file integrate location to reformat
output.

Transform /Builtin=SoftDelete

Transform /Builtin=File2Column

Transform /Builtin=SapAugment

Transform /Builtin=SapXForm

Transform /Builtin=Tokenize

Transform /XsltStyleSheet

95

Either remove (XML is default for integrating
tables into a file location) or explicitly add action
FileFormat /Xml.

Options in /ArgumentValue should be replaced
with parameters as follows;

® -n (retired)
® -q->/Compact

FileFormat /Csv

Options in /ArgumentValue should be replaced
with parameters as follows;

® -c->/Encoding

® -h ->/Headerline

* f->/FieldSeparator

-I -> /LineSeparator

-q -> /QuoteCharacter

-e -> /[EscapeCharacter

-z -> [FileTerminator

® -s quote style has been retired. This feature
is now activated by setting /QuoteCharacter
and/or /EscapeCharacter.

Specific options for /Builtin=XmI2Csv;
® -F (retired)
Specific options for /Builtin=Csv2Xml;

® -n Use Environment
/Name=HVR_CSV2XML_EMPTY_IS_NULL
/Value=1

® -t Use Capture /Pattern containing {hvr_tbl_
name} or set Environment
/Name=HVR_TBL_NAME /Value=tbl_name

If /Command is checked then use CommandAr
gument instead of /ArgumentValue

If /Command is hvrcsv2xml.pl then convert to F
ileFormat /Csv (see above). Otherwise FileFor
mat /CaptureConvertor

If /ICommand is hvrxml2csv.pl then convert to F
ileFormat /Csv (see above). Otherwise FileFor
mat /IntegrateConvertor

ColumnProperties /Extra /Name={colname}
/SoftDelete /Datatype={datatype}

FileFormat /CaptureConvertor=hvrfile2colum
n.pl

Transform /SapAugment

Transform /SapXForm with /SapTableListFile
and /SapMetadataDirectory

Transform /Command=hvrtokenize.pl

XSLT transform feature is no longer supported.
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Action Agent Action renamed to AgentPlugin. All parameters

are the same

Parameter /SsiCertificate of LocationProperties Parameter /SsIRemoteCertificate of LocationPr
operties

Parameters /CaptureOnceOnTrigger and /IntegrateOnceOnTrig Parameters /CaptureOnceOnStart and /Integrat
ger of Scheduling eOnceOnStart of Scheduling
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Configuring HVR

This section provides information on configuring HVR after installation.

® Auto-Starting HVR Scheduler after Unix or Linux Boot

® Auto-Starting HVR after Windows Boot

® Configuring Remote Installation of HVR on Unix or Linux
® Configuring Remote Installation of HVR on Windows

® Authentication and Access Control

® Encrypted Network Connection

®* Hub Wallet and Encryption

® Network Protocols, Port Numbers and Firewalls

® Regular Maintenance and Monitoring for HVR

®* HVR High Availability
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Auto-Starting HVR Scheduler after Unix or Linux Boot

Contents

® Configuring Systemd
® Configuring Init

This section describes about how to enable automatic restart of HVYR Scheduler when a Unix or Linux machine is
rebooted.

Based on the daemon type available in the server where HVR is installed, one of the following configuration methods
can be used for enabling automatic restart of HVR processes.

Configuring Systemd

On a Unix/Linux server with systemd, create a service to enable HVR Scheduler to auto-start after a system reboot or
service failure.

The following steps should be performed as user root to configure systemd:

Create a unit file hvrscheduler.service in /etc/systemd/system directory. The unit file should contain the following:

[Unit]
Descri pti on=HVR Schedul er Service
# Dat abase service is only needed if hub database is on the same system as hvrschedul er

After=network. target hvr.socket database.service

[ Servi ce]
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1. The HVR Scheduler service should start only after the Hub's database service (database.service) has
started. Otherwise, after reboot the HVR Scheduler will fail immediately while trying to connect to the hub
database.

2. The DB connection string syntax (in ExecStart) differs for each database. For more information about DB
connection string syntax in HVYR commands, see Calling HVR on the Command Line (channel is not required in
the DB connection string (in ExecStart) to start HVR Scheduler).

1. To enable and start the service, execute the following commands:

systentt!| enabl e hvrschedul er

systentt!| start hvrschedul er

2. To verify whether the service is active, execute the following command:

systentt!| status hvrschedul er

Sample output:

hvr schedul er. servi ce - HVR Schedul er

Loaded: | oaded (/etc/systend/systenihvrschedul er.service; disabled; vendor preset:
di sabl ed)

Active: active (running) since Mon 2020-02-17 10:03: 18 EST; 14m n ago

Process: 7587 ExecStart=/hone/ hvruser/hvr/hvr_hone/ bi n/ hvr schedul er -horacl e nyhubdb
/ mypwd nychanne

Main PID: 7588 (hvrschedul er)
CG oup: /systemslicel/ hvrschedul er.service

7588 hvrschedul er -horacl e nyhubdb/ nypwd nychannel

7589 hvrschedul er -swork -horacle nyhubdb/ nypwd nychanne
7591 hvr hvrstats -h mysql -horacle myhubdb/ nypwd mychanne
7592 hvr ora_nysql -cap-ora

7593 hvr -shvrstats-1

7594 hvr -shvrstats-1

Configuring Init

For a Unix/Linux server without systemd, xinetd, or inetd, use HVR's script file hvr_boot (available in hvr_home/lib
) and a user-defined configuration file hvrtab to enable HVR Scheduler to auto-start after a system reboot.

The script file hvr_boot allows you to start and stop HVR processes (both HVR Scheduler and HVR Remote
Listener) defined in the configuration file hvrtab. The script file hvr_boot should only be executed by the root
user.

The following steps should be performed as user root to configure init:
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1. Create the configuration file hvrtab in the /etc directory. Each line of this configuration file should contain four or
more parameters separated by a space in the following format:

username port_or_hub hvr_home hvr_config [options]

® username: Indicates the Unix/Linux username under which HVR runs.

® port_or_hub: Indicates a TCP/IP port number (for HVR Remote Listener) or the username and password
of the hub database (for HVR Scheduler). The DB connection string syntax for the hub database differs
for each database. For DB connection string syntax, see Calling HVR on the Command Line.

® hvr_home: Indicates the path for $HVR_HOME.

® hvr_config: Indicates the path for $HVR_CONFIG.

® [options]: Indicates an optional parameter to pass other options to the HVR process. For more information
about the options, see hvrremotelistener and hvrscheduler.

Sample configuration file:

# This hvrtab file starts a Renpte Listener and two HVR schedulers (one for an
Oracl e hub and one for an | ngres hub).

# The Oracle password is encrypted. For nore information, see docunentation for
conmand hvrcrypt.

root 4343 /hone/ hvruser/ hvr/hvr_hone /hone/ hvruser/hvr/hvr_config

myl i nuxuser or ahubdb/ ! { DsznZY} ! / home/ hvruser/ hvr/ hvr_hone / home/ hvruser/ hvr
/ hvr _config - EHVR_TMP=/ honre/ hvruser/ hvr/ hvr _t nmp - EORACLE_HOME=/ opt / or acl e -
EORACLE_SI D=pr od

nmyl i nuxuser i nghubdb /hone/ hvruser/hvr/hvr_hone /hone/hvruser/hvr/hvr_config -
EHVR_TMP=/ horre/ hvruser/ hvr/hvr _tnmp -El | _SYSTEM-=/ opt/ingres - EHVR PUBLI C_PORT=50001

Lines starting with a hash (#) are treated as comments.

2. Copy the script file hvr_boot (available in hvr_homel/lib) to the init.d directory and create symlinks to the rc.d d
irectory.

For an Oracle RAC, the script file hvr_boot can be enrolled in the cluster with command crs_profile.

The HVR Scheduler service should start only after the Hub's database service has started. Otherwise,
after reboot the HVR Scheduler will fail immediately while trying to connect to the hub database.

For non-Solaris machines, this can achieved using the start and stop sequence number in the boot
filename. The start sequence of hvr_boot must be bigger than the start sequence of the DBMS service,
and the stop sequence must be smaller than the stop sequence of the DBMS.

For Solaris SMF, this can achieved by editing the file hvr_boot.xml and replacing the string svc:
/milestone/multi—user—server with the name of the DBMS service (e.g. svc:/application/database
/oracle).
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The following example uses start sequence 97 and stop sequence 03 (except HP—UX which uses 997 and 003 b
ecause it requires three digits).

® On AlX, to start and stop HVR for run level 2:

$ cp hvr_boot /etc/rc.d/init.d
$1n-s /etc/rc.d/init.d/ hvr_boot /etc/rc.d/rc2.d/ S97hvr_boot
$In -s /etc/rc.d/init.d/ hvr_boot /etc/rc.d/rc2.d/ KO3hvr_boot

® On HP-UX, to start and stop HVR for run level 3:

$ cp hvr_boot /sbin/init.d
$In -s /sbhin/init.d/ hvr_boot /sbin/rc3.d/ S997hvr_boot
$In -s /sbhin/init.d/ hvr_boot /sbin/rc3.d/ KOO3hvr_boot

® On Linux, to start HVR for run levels 3 and 5 and stop for all run levels:

cp hvr_boot /etc/init.d

In -s /etc/init.d/ hvr_boot /etc/rc.d/rc3.d/ S97hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc5.d/ S97hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc0.d/KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rcl.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc2.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc3.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc4.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc5.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc6.d/ KO3hvr_boot

R e e AR - - T e )

® On Solaris 8 or 9, to start and stop HVR for run level 2 (which implies level 3):

$ cp hvr_boot /etc/init.d
$1In -s /etc/init.d/ hvr_boot /etc/rc2.d/ S97hvr_boot
$In -s /etc/init.d/ hvr_boot /etc/rc2.d/ KO3hvr_boot

® On Solaris 10 and higher;

For newer Solaris versions, the script file hvr_boot must be registered in the Solaris's System
Management Facility (SMF). Also, the file hvr_boot.xml (available in hvr_home/lib) should be
copied to the init.d directory.

$ cp /opt/hvr/hvr_hone/lib/hvr_boot /lib/svc/method
$ cp /opt/hvr/hvr_hone/lib/hvr_boot.xm /var/svc/ manifest/application

$ svccefg
svc> inmport /var/svc/ manifest/application/hvr_boot. xn
svec> quit

$ svcadm enabl e svc:/application/hvr_boot

$ svcs -a|grep hvr # To check if the service is running
16: 00: 29 svc:/application/hvr_boot: def aul t
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Auto-Starting HVR after Windows Boot

Contents

® Set HVR Remote Listener Service to Start Automatically
® Set HVR Scheduler Service to Start Automatically

® Set HVR Scheduler Service to Restart after Failing

® Set HVR Scheduler Service Dependent on DBMS Service

This section describes the steps to enable the automatic restart of HVR processes (HVR Remote Listener and HVR
Scheduler) when a Windows machine is rebooted. This section also describes about automatically restarting HVR
Scheduler service in case of a failure.

By default, the HVR processes start automatically after Windows boot. However, if the HVR processes do not start
automatically after a Windows boot, the following procedure can be performed:

®* Set the HVR Remote Listener service to start automatically on the server/machine, which has HVR Agent (for

Capture/Integrate) installed.
® Setthe HVR Scheduler service to start automatically on the server/machine, which has HVR Hub installed.

In case you have both HVR Hub and HVR Agent (for Capture/Integrate) on same server/machine, set the HVR
Scheduler and HVR Remote Listener services to start automatically.

Set HVR Remote Listener Service to Start Automatically

To set the HVR Remote Listener service to start automatically:

Access the Windows services and find the HVR Remote Listener service in the list of services.
Right-click the HVR Remote Listener service and select Properties from the context menu.

Under the General tab of the HVYR Remote Listener Properties dialog, set the Startup type to Automatic.
Click OK.

o
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Set HVR Scheduler Service to Start Automatically

HVR Rernote Listener on port 4343 Properties (Local Computer)

General logOn Recovery Dependencies

Service name: hvmemotelistener_4343

Display name: HWVR Remate Listener on port 4343

Descrintion: HWVR Remate Listener on port 4343 for HVR
sactiption 56.0/0.1 windowsx64-64bit)

Path to executable:
"Chvrshvr_hometbinthvmemotelistener exe™ -ar -EHVR_HOME=C \hwrhy

Startup type: Purtomatic R

Service status: Rurnining
Start Stop Pause Besume

You can specify the start parameters that apply when you start the service
from here.

Cancel Aoply

To set the HVR Scheduler service to start automatically:

PwDdPR

Access the Windows services and find the HVR Scheduler service in the list of services.

Right-click the HVR Scheduler service and select Properties from the context menu.

Under the General tab of the HVR Scheduler Properties dialog, set the Startup type to Automatic.
Click OK.
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HVR Scheduler hvrhub Properties (Local Computer) >

General logOn Recovery Dependencies

Service name: hvrscheduler_hvrhub

Display name: HVR Scheduler hvrhub

Description: HWR Scheduler

Path to executable:
"Chwrshvr_hometbinthwrscheduler exe” -ar -EQORACLE_HOME=""Gabon"

Startup type: Purtomatic R

Service status: Stopped

Start Stop Pause Besume

You can specify the start parameters that apply when you start the service
from here.

Start parameters: |

Cancel Aoply

Set HVR Scheduler Service to Restart after Failing

In addition to auto-start on Windows, it is recommended to configure a recovery option in case there is a failure/recovery
of the process.

To set the HVR Scheduler service to restart automatically after a failure:

1. Access the Windows services and find the HVR Scheduler service in the list of services.

2. Right-click the HVR Scheduler service and select Properties from the context menu.

3. Under the Recovery tab of the HVR Scheduler Properties dialog, set Restart the Service for the first and
subsequent failures as shown below.

4. Click OK.
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HVR Scheduler hvrhub Properties (Local Computer) >

General LogOn PRecovery Dependencies

Select the computer's response if this service fails. Help me set up recoveny

actions.

First failure: Restart the Service w
Second failure: Restart the Service e
Subsequent failures: Restart the Service -

Reset fail count after:

Restart service after: minutes

(L] Enable actions for stops with emors. Restart Computer Options...

days

Run program

[s=]
]
i
1]

Append fail count to end of command line (/fail=%1

Cancel Aoply

Set HVR Scheduler Service Dependent on DBMS Service

The HVR Scheduler service should be dependent on the DBMS service. Otherwise, after reboot the HVR Scheduler
will fail immediately when it tries to connect to the hub database. A service dependency should be created between the
HVR Scheduler and the DBMS (using the Windows command sc config).

For example, suppose the HVR Scheduler service is called hvrscheduler_hvrhub and the DBMS service is called
OracleServiceOHS, use the following command:

sc config hvrschedul er_nyhub depend=Cracl eSer vi ceOHS

To list the Windows services (filtered by service name), use the following command:

sc queryex | find "hvr"
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Configuring Remote Installation of HVR on Unix or
Linux

Contents

® Using Unix/Linux Daemon
® Configuring Init
® Security Notes
® Using Hvremotelistener
® Testing Connection to a Remote Installation of HVR
® See Also

This section describes the configuration required for a remote installation of HVR (also known as HVR remote agent) on
Unix/Linux. These configuration steps are required either when:

® connecting from an HVR Hub to an HVR remote agent on the Source (capture) or Target (integrate) server,

® connecting from a PC (using HVR GUI) to an HVR Hub installed on a Unix/Linux server.
For connecting to a HVR remote agent installed on a Unix/Linux server, configure the system process (daemon)
available on the remote Unix/Linux server. Also, an HVR listener port must be configured on the server running the HVR
remote agent. Pick an arbitrary TCP/IP port number between 1024 and 65535 which is not already in use. We suggest
using 4343 as the HVR listener port number and the following examples throughout this section will reference this port
number.

An alternative method for connecting to a remote installation of HVR is by using the command hvrremotelistener. For
more information, see section Using Hvrremotelistener below.

Using Unix/Linux Daemon

Depending on the daemon type available, one of the following configuration methods can be used to invoke HVR
installed on a remote server:

® Configuring systemd
® Configuring xinetd
® Configuring inetd

If the above mentioned daemons are not available then use the alternate configuration method described in section
Configuring Init below.

The values used for HYR_HOME, HVR_CONFIG and HVR_TMP are for the current machine.
Configuring systemd

The following steps should be performed as user root to configure systemd:

1. Create the systemd unit files hvr.socket and hvr@.service in /etc/systemd/system directory.

a. hvr.socket should contain the following:
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[Unit]
Descri pti on=HVR servi ce socket

[ Socket ]

Li st enStreanr4343

Accept =true
TriggerLimtlnterval Sec=1s
Tri ggerLi m t Bur st =10000
MaxConnect i onsPer Sour ce=100
MaxConnect i ons=500

KeepAl i ve=true

[Install]
Want edBy=socket s. t ar get

® TriggerLimitintervalSec is supported since systemd version 230.
® TriggerLimitBurst is supported since systemd version 230.
® MaxConnectionsPerSource is supported since systemd version 232.

b. hvr@.service should contain the following:

[Unit]
Descri pti on=HVR service

[ Servi ce]

Envi r onnent =" HYR_HOVE=/ hone/ hvr user/ hvr/ hvr _hone"

Envi r onnent =" HVYR_CONFI G=/ hore/ hvr user/ hvr/ hvr_confi g"
Envi r onnent =" HVR_TMP=/ hone/ hvr user/ hvr/ hvr _t np"

User =r oot

ExecSt art =/ honme/ hvruser/ hvr/ hvr _home/ bi n/ hvr -r

St andar dl nput =socket

Ki | | Mode=process

[Install]
Want edBy=mul ti - user .t ar get

Option —r tells hvr to run as a remote child process. For more options (like encryption, PAM) that
can be supplied as the server program arguments (ExecStart), see command Hvr.

2. To enable and start the service, execute the following commands:

systentt| enabl e hvr.socket

systenct!| start hvr.socket

3. To verify whether the service is active, execute the following command:

systenct!| status hvr.socket
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Sample output:

hvr . socket -

HVR servi ce socket
Loaded: | oaded (/etc/systend/systenm hvr.socket; enabl ed; vendor preset:

Active: active (listening) since Mon 2019-07-08 17:54: 44 CEST; 5s ago
Listen: [::]:4343 (Stream
Accepted: 0; Connected: O

Configuring xinetd

The following steps should be performed to configure xinetd:

1. Create /etc/xinetd.d/hvr file with the following content in it:

service hvr
{

socket _type
wai t

user

server
server_args
env

env

env

di sabl e

cps
per_source
i nst ances

= stream

no
r oot

/ hone/ hvruser/ hvr/ hvr_hone/ bi n/ hvr

-r

HVR_HOVE=/ hone/ hvruser/ hvr/ hvr _hone
HVR_CONFI G=/ hone/ hvruser/ hvr/ hvr_config
HVR_TMP=/ home/ hvruser/ hvr/ hvr _tnp

= no

10000 30
100
500

enabl ed)

108

Option —r tells hvr to run as a remote child process. For more options (like encryption, PAM) that can be
supplied as the server program arguments (server_args), see command Hvr.

2. The name of the xinetd service for HVR (created in the previous step) and the TCP/IP port number for HVR
listener should be added to /etc/services:

hvr 4343/tcp

#Port for the renote installation of HVR

3. Reload or restart the xinetd service to apply the changes. For information about restarting the xinetd service, r
efer to the operating system documentation.

Configuring inetd

The following steps should be performed to configure inetd:

1. For generic Unix, the following line should be added to /etc/inetd.conf:
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hvr streamtcp nowait root /hone/hvruser/hvr/hvr_home/bin/hvr hvr -r -EHVR HOVE=/ hone
/ hvruser/ hvr/ hvr_hone - EHVR_CONFI G=/ horre/ hvruser/ hvr/ hvr_confi g - EHVR_TMP=/ homre
/hvruser/ hvr/ hvr_tnp

Option —r tells hvr to run as a remote child process and -E defines the environment variables. For more
options (like encryption, PAM) that can be supplied as the server program arguments, see command Hvr.

2. For Solaris version 10 and higher, the file /etc/inetd.conf must be imported into System Management Facility
(SMF) using the command inetconv.

3. The name of the inetd service for HVR (created in the previous step) and the TCP/IP port number for HVR
listener should be added to /etc/services:

hvr 4343/tcp #Port for remote installation of HVR

4. Reload or restart the inetd service to apply the changes. For information about restarting the inetd service, refer
to the operating system documentation.

Configuring Init

This method requires HVR's script file hvr_boot (available in hvr_home/lib) and a user-defined configuration file hvrtab

The script file hvr_boot allows you to start and stop HVR processes (both HVR Scheduler and HVR Remote
Listener) defined in the configuration file hvrtab. The script file hvr_boot should only be executed by the root
user.

The following steps should be performed as user root to configure init:

1. Create the configuration file hvrtab in the /etc directory. Each line of this configuration file should contain four or
more parameters separated by a space in the following format:

username port_or_hub hvr_home hvr_config [options]

® username: Indicates the Unix/Linux username under which HVR runs.

® port_or_hub: Indicates a TCP/IP port number (for HVR Remote Listener) or the username and password
of the hub database (for HVR Scheduler). The DB connection string syntax for the hub database differs
for each database. For DB connection string syntax, see Calling HVR on the Command Line.

® hvr_home: Indicates the path for SHVR_HOME.

® hvr_config: Indicates the path for SHVR_CONFIG.

® [options]: Indicates an optional parameter to pass other options to the HVR process. For more information
about the options, see hvrremotelistener and hvrscheduler.

Sample configuration file:
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# This hvrtab file starts a Renpte Listener and two HVR schedulers (one for an
Oracl e hub and one for an | ngres hub).

# The Oracle password is encrypted. For nore information, see docunentation for
conmand hvrcrypt.

root 4343 /hone/ hvruser/ hvr/hvr_hone /hone/ hvruser/hvr/hvr_config

myl i nuxuser or ahubdb/ ! { DsznZY} ! / home/ hvruser/ hvr/ hvr_hone / home/ hvruser/ hvr
/hvr _config - EHVR_TMP=/ hone/ hvruser/ hvr/ hvr_tnp - EORACLE_HOME=/ opt / or acl e -
EORACLE_SI D=pr od

myl i nuxuser i nghubdb /hone/ hvruser/hvr/hvr_hone [/hone/hvruser/hvr/hvr_config -
EHVR_TMP=/ horre/ hvruser/ hvr/hvr _tnp -El | _SYSTEM-=/ opt/ingres - EHVR _PUBLI C_PORT=50001

Lines starting with a hash (#) are treated as comments.

2. Copy the script file hvr_boot (available in hvr_homel/lib) to the init.d directory and create symlinks to the rc.d d
irectory.

For an Oracle RAC, the script file hvr_boot can be enrolled in the cluster with command crs_profile.

The following example uses start sequence 97 and stop sequence 03 (except HP—UX which uses 997 and 003 b
ecause it requires three digits).

® On AlX, to start and stop HVR for run level 2:

$ cp hvr_boot /etc/rc.d/init.d
$In -s /etc/rc.d/init.d/ hvr_boot /etc/rc.d/rc2.d/ S97hvr_boot
$In -s /etc/rc.d/init.d/ hvr_boot /etc/rc.d/rc2.d/ KO3hvr_boot

® On HP-UX, to start and stop HVR for run level 3:

$ cp hvr_boot /sbin/init.d
$In -s /sbin/init.d/ hvr_boot /sbin/rc3.d/ S997hvr_boot
$In -s /sbin/init.d/ hvr_boot /sbin/rc3.d/ KOO3hvr_boot

® On Linux, to start HVR for run levels 3 and 5 and stop for all run levels:

cp hvr_boot /etc/init.d

In -s /etc/init.d/ hvr_boot /etc/rc.d/rc3.d/ S97hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc5.d/ S97hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc0.d/KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rcl.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc2.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc3.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc4.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc5.d/ KO3hvr_boot
In -s /etc/init.d/ hvr_boot /etc/rc.d/rc6.d/ KO3hvr_boot

R e AR A - A ST )

® On Solaris 8 or 9, to start and stop HVR for run level 2 (which implies level 3):
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$ cp hvr_boot /etc/init.d
$In -s /etc/init.d/ hvr_boot /etc/rc2.d/ S97hvr_boot
$In -s /etc/init.d/ hvr_boot /etc/rc2.d/ KO3hvr_boot

® On Solaris 10 and higher;

For newer Solaris versions, the script file hvr_boot must be registered in the Solaris's System
Management Facility (SMF). Also, the file hvr_boot.xml (available in hvr_home/lib) should be
copied to the init.d directory.

$ cp /opt/ hvr/hvr_honme/lib/hvr_boot /Iib/svc/method
$ cp /opt/hvr/hvr_hone/lib/hvr_boot.xm /var/svc/ manifest/application

$ svccefg

svc> inport /var/svc/ manifest/application/hvr_boot.xmn
svec> quit

$ svcadm enabl e svc:/application/hvr_boot

$ svcs -a|grep hvr # To check if the service is running
16: 00: 29 svc:/application/hvr_boot: defaul t

Security Notes

® On systems where restricted security is configured, it may be necessary to add the following line to file/etc/hosts.
allow :

hvr: ALL

® |t may be necessary to disable Security Enhanced Linux (SELinux). To disable SELinux, the following line should
be available/added into the file /etc/selinux.conf and then reboot the server.

SELI NUX=di sabl e

To see the status of SELinux, use the Linux command sestatus.

Using Hvremotelistener

In this method, for connecting to a remote installation of HVR, the command hvrremotelistener should be executed on
the remote server. This method is preferred when:

® the Linux xinetd package is not installed (this is the case for RHEL5) or
® the root privilege is unavailable or
® the password authentication cannot be configured
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The following command uses options —d (run as daemon) and -N (skip password authentication) to listen on port 4343.

hvrrenptelistener -d -N 4343

The following command uses option —i (interactive) and -N (skip password authentication) to listen on port 4343. Note
that, in this method exiting the shell will terminate the remote listener.

hvrrenotel i stener -i -N 4343

Disabling password authentication (option -N) is a security hole, but may be useful as a temporary or
troubleshooting measure.

Testing Connection to a Remote Installation of HVR

To test the connection, execute the command hvrtestlistener on the server from which you are connecting to a remote
installation of HVR:

hvrtestlistener node port

Example:

hvrtestlistener nyintegratenode 4343

If authorization (username and password) is required to connect to the remote server then use the command
hvrtestlistener with option -L. For example,

hvrtestlistener -L myusernane/ mypassword nyi nt egrat enode 4343

Sample Output:

hvrtestlistener: HVR 5.6.0/0 (W ndows- x64-64bit)
hvrtestlistener: Connection with authorization to nyintegradenode: 4343 successful .

hvrtestlistener: Finished. (el apsed=0.22s)

See Also

® Auto-Starting HVR Scheduler after Unix or Linux Boot
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Configuring Remote Installation of HYR on Windows

Contents

® Creating and Starting HVR Remote Listener Service
* HVR GUI
® InCLI
® Testing Connection to a Remote Installation of HVR
® See Also

This section describes the configuration required for a remote installation of HVR (also known as HVR remote agent) on
Windows. These configuration steps are required either when:

® connecting from an HVR Hub to an HVR remote agent on the Source (capture) or Target (integrate) server,
® connecting from a PC (using HVR GUI) to an HVR Hub installed on a Windows server.

For connecting to a HVR remote agent installed on a Windows server, create an HVR Remote Listener service on the
remote Windows server. Also, an HVR listener port must be configured on the server running the HVR remote agent.
Pick an arbitrary TCP/IP port number between 1024 and 65535 which is not already in use. We suggest using 4343
as the HVR listener port number and the following examples throughout this section will reference this port number.

Creating and Starting HVR Remote Listener Service

In Windows, the HVR Remote Listener service can be created and started (or stopped) from HVR's GUI or Command
Line Interface (CLI):

HVR GUI

To create and start the HVR Remote Listener service, the following steps should be performed on the remote
Windows server where HVR is installed:

1. Launch HVR GUI.
2. Click File HVR Remote Listener.

& HvR

File View Help

Register Hub

HVR Remote Listener
HVR Proxy

Exit

3. Click Create... to create the HVR Remote Listener service.
@ HVR Remote Listener — O >

Port|4343 |+
Start Test Stop ‘:‘IH Destroy

Close Help

Service hvrremotelistener_4343 does not exist,

4. Click Start to start the HVR Remote Listener service.
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@ HVR Remote Listener — O >

Port|4343 |
Create... Test Stop E;Destrny

Close Help

Service created successfully.

In CLI

To create and start the HVR Remote Listener service, execute the following command on the remote Windows server
where HVR is installed:

hvrrenptel i stener -acs 4343

Testing Connection to a Remote Installation of HVR

To test the connection, execute the command hvrtestlistener on the server from which you are connecting to a remote
installation of HVR:

hvrtestlistener node port

Example:

hvrtestlistener nyintegratenode 4343

If authorization (username and password) is required to connect to the remote server then use the command
hvrtestlistener with option -L. For example,

hvrtestlistener -L myusernane/ mypassword nyint egrat enode 4343

Sample Output:

hvrtestlistener: HVR 5.6.0/0 (w ndows- x64-64bit)
hvrtestlistener: Connection with authorization to nyintegradenode: 4343 successful .

hvrtestlistener: Finished. (el apsed=0.22s)

See Also

® Auto-Starting HVR after Windows Boot
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Authentication and Access Control

Contents

® Authentication
® Access Control

Authentication

HVR supports the following modes to check the username and password when authenticating a connection to a remote
HVR machine:

1. Operating System (default)
HVR asks the operating system to verify the username and password. This is the default authentication system of
HVR when the others (below) are not configured.

2. No Password Authentication
Authentication can also be disabled when connecting to a remote HVR hub/location. If option -N is supplied to
HVR (see options of Hvr and Hvrremotelistener) then all valid operating system usernames with any password
is accepted. This mode can be used for testing. It can also be configured with an access_conf.xml file to
authenticate the identity of incoming connections using SSL. For more information, see option -a of Hvr.

3. Pluggable Authentication Module (PAM)
PAM is a service provided by Linux & Unix as an alternative to regular username/password authentication, e.g.
checking the /etc/passwd file. For more information see option —p pamsrv in Hvr and Hvrremotelistener.

4. LDAP Authentication
HVR authenticates incoming username/password by invoking its Hvrvalidpwldap plugin.

5. Private Password File Authentication
HVR authenticates incoming username/password by invoking its Hvrvalidpwfile plugin.

6. Custom hvrvalidpw Authentication Plugin
HVR also allows you to supply your own authentication plugin. The custom plugin file should be named as
Hvrvalidpw and saved in HYR_HOME/lib directory. It should also obey (simple) call conventions.

For some of the above authentication modes (e.g. PAM or LDAP), HVR should only use the username
/password for authentication, but should not change from the current operating system user to that login. This is
configured using option -A in Hvr and Hvrremotelistener. In this case the daemon should be configured to start
the HVR child process as the correct operating system user (instead of root ).

Access Control

Since v5.3.1/22

HVR allows different access levels for the authenticated users based on their username, their LDAP groups (if
configured), and the hub database name.

The following access levels are supported by HVR:

® ReadOnly : User can view catalog information and job status.

® ReadExec : User can view catalog information, job status and also execute HVR Compare, HVR Scheduler.

® ReadWrite : User can view catalog information, job status and modify catalogs. They also can execute HVR
Compare, HVR Initialize, HVR Refresh, HVR Scheduler, etc.
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® Refresh : User can execute HVR Refresh.
To enable access control, the file access_rights.conf must be created and saved in HYR_HOME/lib directory. The file
access_rights.conf can be used together with LDAP or Private Password File Authentication to limit permissions of
HVR GUIs connecting remotely to HVR hub. An example configuration file access_rights.conf_example is available in
HVR_HOME/lib directory.
Following is the syntax for defining the parameters in configuration file:
user : hub : access_level

or

@group : hub : access_level

® user can be a specific username or to match any user.

® groups can be used only if Hvrvalidpwldap is configured to fetch the LDAP user groups.

® hub can be a hub database name, or it can be to match any hub database.

® access_level can be ReadOnly or ReadExec or ReadWrite

If a user is not assigned any access level then the connection is rejected even if the password is correct.
Example:

User 1: Hubl1: ReadExec # User1l has ReadExec access to Hubl.
User 2: Hub1: ReadExec, Refresh # User2 has ReadExec access to Hubl and al so
execute HVR Refresh.
User 2: Hub2: ReadWite # User2 has ReadWite access to Hub2.
*: Hub2: ReadWite # Al users have ReadWite access to Hub2.
@zener al - Users: *: ReadOnl y # Al menbers of General -Users group has ReadOnly

access to all hubs.

@rivil ege-Users: *: ReadOnl y, Refresh # Al nermbers of Privilege-Users group has ReadOnly
access to all hubs and al so execute HVR Refresh.

@\dnmi n-Users: *: ReadWite # Al nenbers of Adm n-Users group has ReadWite
access to all hubs.
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Encrypted Network Connection

An HVR connection to a remote HVR location can be configured so that communication over the network is encrypted.
When encryption is activated for an HVR location, every byte sent over the network (in either direction) is encrypted with
the TLS protocol.

A Since HVR 5.3.1/21, HVR uses TLS version 1.3 and prior to HVR 5.3.1/21, HVR used TLS version 1.0.

For network encryption, HVR uses OpenSSL, which was developed by the OpenSSL Project.

If necessary, the HVR hub and each remote location in an HVR channel can be given their own private key/public
certificate pairs, so that both the hub and the locations can verify each other's identity.

To allow the hub to verify the identity of each remote location:

1. Supply the location's public certificate and private key to the HVR child process on a remote machine.
2. On the hub, use parameter LocationProperties /SsIRemoteCertificate to point to a copy of the location's public
certificate.

To allow the remote location to verify the identity of the hub:

1. On the hub, supply the hub's public certificate and private key using parameter LocationProperties
/SslLocalCertificateKeyPair.
2. On the remote location, point to a copy of the hub's public certificate in the HVR's access file access_conf.xml.
For more information, refer to section Hvrproxy.
The RSA public certificate/private key pair is used to authenticate and start a session in HVR. The public certificate is
embedded in an X509 certificate, and the private key is encrypted using an internal password with an AES256 algorithm.
By default, the keys used for this asymmetric negotiation are 2048 bits long, although longer key lengths can be
specified when generating a public certificate and private key pair. For more information, see command hvrsslgen.

The HVR hub guards against third parties impersonating the remote HVR location (e.g. by spoofing) by comparing the
SHA256 checksums of the certificate used to create the secure connection and its own copy of the certificate.

Public certificates are self-signed. HVR checks that the hub on the remote machines' copies of this certificate are
identical, so signing by a root authority is not required.

For the steps to set up an encrypted remote connection, refer to section Configuring Encrypted Network Connection.
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Configuring Encrypted Network Connection

Contents

¢ Standard Configuration Steps
® Advanced Configuration Steps

This section describes the steps required to set up a secure HVR network connection between an HVR Hub and a
remote location using:

* the default private key and public certificate files which are delivered with HVR in $HVR_HOME/lib/cert (
Standard Configuration Steps)
® anewly generated private key and public certificate (Advanced Configuration Steps)

Only the public certificate should be stored on a hub machine, whereas on a remote location, both the public
certificate and the private key should be present.

Standard Configuration Steps

The steps in this section are to set up a secure HVR connection using the default private key and public certificate
provided by HVR. The example here assumes that a channel and remote locations are already created and configured.

In case the connection to a remote HVR location is not configured, see the appropriate section Configuring
Remote Installation of HVR on Unix or Linux or Configuring Remote Installation of HYR on Windows.

1. Setup HVR on the remote HVR location to expect an encrypted connection.

L

Steps for Unix/Linux
a. Depending on the daemon type available, one of the following configuration methods can be used:

HVR on the remote machine consists of an HVR executable file with option —r which is configured
to listen on a specific port number. Option —Kpair should be added to specify the public certificate
and private key respectively. The default basename for the public certificate and private key pair is
hvr. For more information about options -r and -K, refer to the respective sections of the Hvr

command page.

® For systemd, add option -Khvr to the following line into file in /etc/systemd/system/hvr@.service:

ExecSt art =/ home/ hvruser/ hvr/ hvr_home/ bi n/ hvr -r -Khvr

®* For xinetd, add option -Khvr to the following line in file /etc/xinetd.d/hvr:

server_args = -r -Khvr
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service hvr

{

socket_type = stream

wait = no

user = root

server = /home/oracle/hvr/hvr_home/bin/hvr
{ caruer ArS S JI%\Jr__lr e g

“env += AVR_HOME=/Ronie/or

;. Bnve=HVR_H i fivr/ Avr “Hiomd
ig —env-+= HVR_CONFIG=/héme/oracle/hvr/hvr_conf
NP e S VR IS IO Orat 2SI PIGT_ConTiE
disable:==ne:
cos==10000:30

1
1

® For inetd, add option -Khvr to the following line in file /etc/inetd.conf:

hvr stream tcp nowait root /usr/hvr/hvr_home/bin/hvr hvr -r -Khvr -
EHVR_HOVE=/ usr/ hvr/hvr_hone -EHVR CONFI G=/usr/hvr/hvr_config -EHVR TMP=

/tnp

b. Start HVYR Remote Listener using the following command:

hvrrenoteli stener -N -d -Khvr 4343

b

Steps for Windows
a. Create and run HVR Remote Listener service that requires SSL encryption for incoming connections.

i. In the HVR GUI on the remote machine, click File in the main menu and select HYR Remote
Listener.

If the HVR Remote Listener is already running, click Stop and then Destroy so that a new
one with SSL encryption can be created.

ii. Inthe HVR Remote Listener dialog, click Create.

@ HVR Remote Listener - d >
Create... Start Test Stop E; Destroy
Close Help
Service hvrremotelistener_4343 does not exist.

ii. In the Create Windows Service dialog, select Require SSL on incoming connections and
specify the basename of the Local Certificate Key Pair. The default basename for the public
certificate and private key pair is hvr.

iv. Click Create.
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® Create Windows Service e

Access Service Environment
Access Control

[ ] Enable Access Control

Access Conf
Encryption

Require S5L on incoming connections

Local Certificate Key Pair | hvr

E; Create Cancel

v. Click Start to start the service.

@ HVR Remote Listener — O x

Create... Start Test Stop E; Destroy

Close Help

Service created successfully.

In the Windows Services, you will see a service called HVR Remote Listener on port 4343
created and running.

2. Define action LocationProperties /SsIRemoteCertificate to register the public certificate file in the channel
configuration.

a. Right-click the channel, navigate to New Action and click LocationProperties.
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b.
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® HVR

File View Help

-ZQHutl Machines

B (8
- @ _
-2 hvrhub

--,_—,'anatinn Configuration
‘IChannel Definitions

H “ =i
- (4 5chedule

Start Page Channel

Obiject
Tables
Location Groups

HVR Initialize
HVR Refresh
HVR Compare

Mew Action 3 Capture

Copy... Integrate

Rename.. TableProperties

Delete... ColumnProperties

Export Catalogs... Restrict

Export Stats History... AdaptDDL

. DbSequence

Properties CollisionDetect
DbObjectGeneration
Transform
AgentPlugin

Environment
FileFormat
LocationProperties

Action

k:apture
Integrate

Scheduling

In the New Action: LocationProperties dialog, select SSLRemoteCertificate and specify the basename
of the Local Certificate Key Pair. The default basename for the public certificate and private key pair is

hvr.
@ Mew Action: LocationProperties X
Channel hvrdemo | Group | < -
Table |* \/| Location| = ™
[ ] configuration Action
Parameter filter: (none filtered),
[SsIRemoteCertificate |h1.rr | | ] fOrder =
[ ] /sslLocalCertificatekeyPair . [] /intermediateDirectory
[ ] /Throttlekbytes + [ ] /caseSensitiveNames
[ ] /ThrottleMillisecs + [ ] /cloudLicense
[ ] /Proxy
Regular Text
QK Cancel Help
3. Execute HVR Initialize for this action to take effect. Right-click the channel and select HVR Initialize. Ensure the

Scripts and Jobs option is selected and click Initialize.
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@® HVR Initialize for channel hvrdemo — O x

(@ Create or Replace Objects
() Drop Objects

Options Locations
Object Types Capture Rewind
[ ] state Tables None
Change Tables To Start of Oldest Transaction and Emit from Mow Open Transactions...
Database Triggers To Time Local Time
Database Procedures Emit from:
[ ] Transaction Files and Capture Time Rewind Time
[ ] Table Enrollment Specific Time Local Time
|:| Replace old Enrollment hvr_tx_seq
[ ] supplemental Logging Oracle SCN
Scripts and Jobs To Capture All Files
File Location State Farallelism for Locations| None -
Table Mame Base Table Name
= M All Tables
dm51_order dm351_order
dm31_product dm51_product
Initialize Close Help

hvrinit -oi -h oracle "hrhub/MQb/Q . KaR}' hvrdemo

This (hvrinit) can also be executed on the command line as follows:

hvrinit -oj hubdb hvrdeno

Advanced Configuration Steps

The steps in this section are to set up a secure HVR connection using a newly generated private key and public
certificate.

There are two methods how the encrypted connection can be configured in an HVR channel:

® Use different certificate key pair on source and target machines. Example: MyCertificatel and MyCertificate2. For
this method, copy the public certificate files on source (MyCertificatel) and target (MyCertificate2) to the hub
machine. Define two separate actions LocationProperty /SsIRemoteCertificate for source and target groups in
the channel.

® Use same certificate key pair on source and target machines. Example: MyCertificate. For this method, the
certificate key pair should be copied to the other remote location also. For example, if the certificate key pair was
generated on the source machine, then it should be copied to the target machine also and the public certificate
should be copied to the hub machine. Define one action LocationProperty /SsIRemoteCertificate in the
channel.

The example here assumes that a channel and remote source location are already created and configured.
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In case the connection to a remote HVR location is not configured, see the appropriate section Configuring
Remote Installation of HVR on Unix or Linux or Configuring Remote Installation of HVR on Windows.

1. On a remote location, generate a new private key and public certificate pair using command Hvrsslgen. For more
information on the arguments and various options available for this command, refer to section Hvrssigen.

2. Copy the public certificate file into the $HVR_HOME/lib/cert directory of the hub machine.

3. Set up HVR on the remote HVR location to expect an encrypted connection (using the newly generated public
certificate and private key pair):

L

Steps for Unix/Linux
a. Depending on the daemon type available, one of the following configuration methods can be used:

HVR on the remote machine consists of an HVR executable file with option —r which is configured
to listen on a specific port number. Option —Kpair should be added to specify the public certificate
and private key respectively. In this example, the basename for the public certificate and private
key pair is MyCertificate. For more information about options -r and -K, refer to the respective
sections of the Hvr command page.

® For systemd, add option -K to the following line into file in /etc/systemd/system/hvr@.service:

ExecSt art =/ hone/ hvruser/ hvr/hvr_hone/ bi n/hvr -r  Standardl nput =socket
Ki | | Mode=process -KMyCertificate

® For xinetd, add option -K to the following line in file /etc/xinetd.d/hvr:

server_args = -r -KWCertificate

® Forinetd, edit file /etc/inetd.conf:

hvr stream tcp nowait root /usr/hvr/hvr_home/bin/hvr hvr -r -EHVR HOVE=
/usr/ hvr/hvr_home - EHVR_CONFI G=/ usr/ hvr/ hvr _config - EHVR_TMP=/t np -
KM/Certificate

b. Start HYR Remote Listener using the following command:

hvrrenotel i stener -N -d -KM/Certificate 4343

L

Steps for Windows
a. Create and run HVR Remote Listener service that requires SSL encryption for incoming connections.

i. In the HVR GUI on the remote machine, click File in the main menu and select HYR Remote
Listener.
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If the HVR Remote Listener is already running, click Stop and then Destroy so that a new
one with SSL encryption can be created.

ii. Inthe HVR Remote Listener dialog, click Create.

@ HVR Remote Listener — O e
Create... Start Test Stop G Destroy
Close Help
Service hvrremotelistener_4343 does not exist.

ii. In the Create Windows Service dialog, select Require SSL on incoming connections and
specify the name for the Local Certificate Key Pair, e.g. 'MyCertificate'.
iv. Click Create.

@® Create Windows Service X

ACcess Service Environment
Access Control
[ ] Enable Access Control
Access Conf
Encryption
Require 55L on incoming connections
Local Certificate Key Pair |MyCertificate

Q; Create Cancel

v. Click Start to start the service.

@ HVR Remote Listener — O e

Port|4343 3
Create... Start Test Stop 9 Destroy

Close Help

Service created successfully.

In the Windows Services, you will see a service called HVR Remote Listener on port 4343
created and running.
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4. Define action LocationProperties /SsIRemoteCertificate to register the public certificate file in the channel
configuration.

a. Right-click the location group, navigate to New Action and click LocationProperties.
b. Inthe New Action: LocationProperties dialog, select SSLRemoteCertificate.
c. Browse and select the public certificate file (MyCertificate.pub_cert).

® New Action: LocationProperties *

Channel chn = | Group |SRC -

Table Location | =

[ ] configuration Action

Parameter filter: oracle,

/SsIRemoteCertificate MyCertificate | .| [] forder

[ ] /sslLocalCertificateKeyPair ... ] /intermediateDirectory
[ ] /ThrottleKbytes [ ] /CaseSensitiveNames
[ ] /ThrottleMillisecs [ ] /CloudLicense

|:| [Proxy

4k

-
-
-
-

Regular Text

5. Execute HVR Initialize for this action to take effect. Right-click the channel and select HVR Initialize. Ensure the
Scripts and Jobs option is selected and click Initialize.
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@ HVR Initialize for channel hvrdemo - O >

(@ Create or Replace Objects
() Drop Objects

Options Locations
Object Types Capture Rewind
[ ] state Tables None
Change Tables To Start of Oldest Transaction and Emit from Now Open Transactions...
Database Triggers To Time Local Time -
Database Procedures Emit fraom:
[ ] Transaction Files and Capture Time Rewind Time
[ ] Table Enrollment Specific Time Local Time -
|:| Replace old Enrollment hwr_tx_seq
[ ] supplemental Logging Oracle SCN
Scripts and Jobs To Capture All Files
File Location State Parallelism for Locations None -
Table Mame Base Table Name
= M Al Tables
- M dms1_order dm51_order
= ¥ dmS1_product dm51_product
Initialize Close Help

hvrinit -oi -h oracle "hrhub/MQb/Q . KaR}' hvrdemo

This (hvrinit) can also be executed on the command line as follows:

hvrinit -oj hubdb mychn
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Hub Wallet and Encryption

Since Vv5.6.5/5

Contents
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How It Works
Methods to Supply Wallet Password
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Hub Wallet Types
Hub Encryption Key Rotation
Hub Wallet Migration
® Migration Scenarios
® See Also

The hub wallet is an advanced method for secure password encryption and storage. When you enable the hub wallet, all
user passwords in HVR are encrypted using a modern AES256 encryption scheme and then stored in the hub database.
The hub encryption key used for encryption is stored in the hub wallet. The hub wallet can be a software wallet file which
is encrypted by a wallet password, or a KMS account (AWS). For more information, see Hub Wallet Types.

Hub wallet is not a replacement for Encrypted Network Connection. Hub wallet and Network connection
encryption should be used together for best security.

Benefits of using the hub wallet:

® Without the hub encryption key, anyone who has access to the hub database cannot decrypt the passwords
stored in the hub database.

®* HVR sends these encrypted passwords over the network to other HVR processes. If the connection is intercepted
and the messages are accessed, it will not be possible to decrypt the sensitive information (like password)
without the hub encryption key.

If the hub wallet is not configured and enabled, a less secure method is implemented. All user passwords in HVR are
obfuscated (using a password obfuscation method) and stored in the hub database. If either of the following happens,
unauthorized access to the hub database or the network connection is intercepted and the messages are read,
the obfuscated passwords may be obtained and de-obfuscated.

For the steps to set up the hub wallet, see Configuring and Managing Hub Wallet.

HVR commands such as HVR GUI, HVR Remote Listener, HVR Scheduler, or a job (such as capture,
integrate running under scheduler) are separate HVR processes that take part in encryption.

Hub Wallet Configuration File

The hub wallet configuration file (HVR_CONFIG/files/hvrwallet-hubname/hvrwallet-tstamp.conf) is required for
managing (creating, enabling, disabling, deleting) the hub wallet. It contains the configuration properties for the hub
wallet like encryption type, wallet type, encryption key history, and information related to the KMS. The properties that
can be saved/configured in the hub wallet configuration file differ based on hub wallet type. For more information about
the properties that can be configured in the hub wallet configuration file, see section Properties in hvrwalletconfig. The
hub wallet configuration file is a plain text file which must only be updated using the command hvrwalletconfig. If this
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file is updated using a normal text editor, it could corrupt the wallet configuration file or lead to improper functioning of
hub wallet. The timestamp in the hub wallet configuration file name is time when the hub wallet configuration is created.
Each time the hub wallet configuration is updated, the hub wallet configuration file name gets a new timestamp.

Prior to HVR 5.7.0/0, the hub wallet configuration file name and path was HVR_CONFIG/files/hvrwallet-
hubname-timestamp.conf

How It Works

Whenever an HVR process running on the hub (called as hub process in this article) needs the hub encryption key
(to encrypt/decrypt data), it looks into the hub wallet configuration file to determine the hub wallet type and other required
information related to the hub wallet. The hub process then opens the hub wallet by supplying the wallet password and
fetches the decrypted hub encryption key into this hub process's memory. A decrypted hub encryption key is never
stored on the disk.

Since the wallet password is stored in the process memory, whenever the HVR Scheduler is restarted, the
wallet password is lost from its memory.

Methods to Supply Wallet Password

The wallet password must always be supplied for opening the hub wallet. Following are the different methods for
supplying the wallet password:

® Manual (default): In this method, the user needs to supply the wallet password manually. The hub process waits
for the wallet password until the user supplies it manually. The wallet password may be supplied:
®* In the HVR GUI, the hub process asks for the wallet password interactively. This is the GUI for the
command hvrwalletopen.
® Through the CLI, the hub process waits indefinitely for the user to supply the wallet password. The user
needs to supply the wallet password using the command hvrwalletopen.
® Auto-Open Password: In this method, intervention from the user is not required; instead the wallet password is
supplied by automatically fetching it from the wallet configuration file. The wallet password is stored obfuscated in
the hub wallet configuration file. This method is good for a situation where user intervention is not desirable after
a system restart, however, it is less secure to have the wallet password stored in the wallet configuration file.
To enable or disable this method, see section Auto-Open Password in Configuring and Managing Hub Wallet.

If this method is used together with the software wallet, the backup of the files involved (wallet
configuration file and software wallet file) should be taken at the same time. It is recommended to save
I/store the backups in separate locations to prevent the security threat involved in case one backup is
compromised.

® Auto-Open Plugin: In this method, intervention from the user is not required; instead the wallet password is
supplied by automatically executing a user defined plugin/script. The hub process can execute a user defined
plugin/script to obtain the wallet password. Here, the wallet password may be stored obfuscated in the hub wallet
configuration file or else it can be stored on a separate machine in the network. If the wallet password is stored on
a separate machine, the user defined plugin/script can be used to fetch it from that machine.
An example plugin:
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#!'/ bi n/ sh
echo nywal | et password | $HVR _HOVE/ bi n/ hvrwal | et open

To enable or disable this method, see section Auto-Open Plugin in Configuring and Managing Hub Wallet.

Classification of Data

Data/information in HVR is logically classified so that it can be used and protected more efficiently. Classification of data
is based upon the sensitivity of the data and the impact it can have on the user/business should that data be accessed
without authorization or be misused.

All data in HVR is classified into one of the following sensitivity levels, or categories:

Secret: Unauthorized access/misuse of data in this category could cause a severe level of risk to the user
/business. This category typically includes the passwords and private keys used for accessing/connecting to a
database or technology.

Confidential: Unauthorized access/misuse of data in this category could result in a moderate level of risk to
the user/business. This category includes the user data like values in user-table that are part of replication, key-
values exposed in error messages, and the files such as transaction (TX) files, diff files, intermediate files (direct
file compare and online compare), .coererr file.

Official: Unauthorized access/misuse of data in this category could result in a lesser risk (compared to
Confidential) to the user/business. This includes the column names, timestamps and change metadata.

Public: Data that is available in the public. This category includes the HVR product documentation.

Hub wallet supports encryption of Secret and Confidential data only. Also see hvrwalletconfig property
Encryption.

Hub Wallet Types

HVR supports the following types of hub wallets:

1.

Software Wallet: In this wallet type, the hub wallet is an encrypted (using PKCS #12 standard) and password
protected file (HVR_CONFIG/files/hvrwallet-hubname/hvrwallet-timestamp.p12) that stores the hub encryption
key. The password for the software wallet (file) should be supplied by the user while creating the software wallet.

Prior to HVR 5.7.0/0, the software wallet file name and path was HVR_CONFIG/files/hvrwallet-hubname-
timestamp.p12

When the command to create the software wallet is executed, HVR creates a hub wallet configuration file and a
software wallet file. It also generates a hub encryption key inside the software wallet file.

Whenever the hub process needs the hub encryption key (to encrypt/decrypt data), it opens the software
wallet by supplying the wallet password and fetches the decrypted hub encryption key from the software wallet
file (.p12) and then stores it in the hub process's memory. Note that the hub encryption key is decrypted only after
the wallet password is supplied.

Whenever the hub encryption key is rotated or the software wallet password is changed, the hub encryption key is
actually migrated to a new software wallet.
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2. KMS Wallet: In this wallet type, the hub wallet is a network service (AWS KMS) that encrypts the hub encryption
key. The encrypted hub encryption key is stored in the hub wallet configuration file. The KMS wallet is protected
either by the AWS KMS credentials or the AWS IAM role, which should be supplied by the user while creating the
KMS wallet.

When the command to create the KMS wallet is executed, HVR contacts KMS using the credentials supplied
/configured. The KMS then generates the hub encryption key, encrypts it, and then sends it to HVR. HVR will
save the hub encryption key in the wallet configuration file. Depending on the authentication method chosen for
the KMS wallet, the KMS Access Key Id or KMS IAM Role should be supplied with the KMS wallet create
command, this will be saved in the wallet configuration file.

® |f the authentication method is KMS Access Key Id, the wallet password is the secret access key of the
AWS IAM user used for connecting HVR to KMS.

® |f the authentication method is KMS IAM Role, there is no separate wallet password required since the
authentication is done based on the AWS IAM Role. This authentication mode is used when connecting
HVR to AWS S3 by using AWS Identity and Access Management (IAM) Role. This option can be used
only if the HVR remote agent or the HVR Hub is running inside the AWS network on an EC2 instance and
the AWS IAM role specified here should be attached to this EC2 instance. When a role is used, HVR
obtains a temporary Access Keys Pair from the EC2 machine. For more information about IAM Role, refer
to IAM Roles in AWS documentation.

Whenever the hub process needs the hub encryption key (to encrypt/decrypt data), it fetches the encrypted hub
encryption key from the wallet configuration file and sends it to AWS KMS. The KMS then decrypts the hub
encryption key and sends it back to HVR, which is then stored in the hub process's memory.

For the KMS wallet which is based on the KMS Access Key Id authentication, the wallet password is changed
whenever the KMS credential (secret access key of the IAM user) is updated.

Hub Encryption Key Rotation

The hub encryption key should periodically be rotated to meet the cryptographic best practices and industry standards.
Rotating the hub encryption key is when you retire the existing key and replace it with a newly generated key. The hub
encryption key rotation helps to keep data leaks bounded in case the hub encryption key is stolen/compromised.

When the command to rotate the hub encryption key is executed, the following process takes place:

1. Generate new hub encryption key.
2. Decrypt catalog table data with the old hub encryption key.
3. Encrypt catalog table data with the new hub encryption key.

The hub encryption key rotation does not re-encrypt data outside of HVR catalogs such as Job scripts, Windows
services, UNIX crontabs, and HVR GUI configuration. These non-catalog items (services) have the hub
encryption key in their memory. When the hub encryption key is rotated, the process memory will still have the
old key. To obtain the new key, the non-catalog items (services) need to be restarted by the user manually, and
for services that store the key, the script or service must be recreated.

After the hub encryption key rotation, the old hub encryption key is deactivated, encrypted with the newest key, and
retained. It is retained to decrypt the data that was encrypted using the old hub encryption key. During the rotation and a
short time afterwards, the old hub encryption key still needs to be available for HVR. After the rotation, it might be
needed for non-catalogs items such as Job scripts, Windows services, UNIX crontabs, and HVR GUI configuration.

The hub encryption key has a unique sequence number to maintain the history or keep track of all versions of the hub
encryption key.

History
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The old hub encryption keys are stored in the hub wallet configuration file, which is protected with the new hub
encryption key. HVR keeps the history of hub encryption key in the hub wallet configuration file in a JSON format.

The old/history hub encryption keys retained in hub wallet configuration file can be purged/deleted (hvrwalletconfig
option -d or -S or -T) to avoid compromise/leakage of these keys.

Hub Wallet Migration

Moving the hub encryption key from one wallet to another is called wallet migration.

Following are the two modes of wallet migration:

® Wallet migration with the same hub encryption key
In this mode, during the wallet migration, the hub encryption key does not change; instead only the wallet storage
is changed. The encrypted wallet storage is first decrypted and the hub encryption key is moved to the new
wallet that is encrypted. During wallet migration, both the old wallet and new wallet must be available

simultaneously while the encryption key is decrypted. After the wallet migration completes, the old wallet is
discarded.

® Wallet migration with a new hub encryption key
In this mode, during the wallet migration, the hub encryption key is replaced (rotated) with a new hub encryption
key and the wallet storage is changed. The encrypted wallet storage is first decrypted and the hub encryption key
is rotated and then it is moved to the new wallet that is encrypted. During wallet migration, both the old wallet and
new wallet must be available simultaneously while the encryption key is decrypted. After the wallet
migration completes, the old wallet is discarded.

See also, hvrwalletconfig (option -m), and section Migrating a Hub Wallet in Configuring and Managing Hub Wallet.

Migration Scenarios

The following scenarios/conditions lead to the migration of hub wallet.
In the software wallet, migration happens if a user:

® Switches to another wallet type.
® Changes the wallet password.

®* When the command to change the software wallet password is executed, HVR creates a new wallet file (.
p12) with a new password and then moves the hub encryption key from the existing wallet file to the new
file. This is the reason for using hvrwalletconfig with option -m while changing the software wallet
password.
® Rotates the hub encryption key.
®* When the hub encryption key is rotated, the existing hub encryption key stored in the software wallet file (.
p12) is retired and it is replaced with a newly generated hub encryption key in a new software wallet file.

In the KMS wallet, migration happens if a user:

® Switches to another wallet type.
® Changes KMS credentials and uses hvrwalletconfig with option -m.

® |f option -m is not used, the KMS credential change is considered as a configuration update. The updated
configuration is saved in the wallet configuration file.
® Changes KMS Customer Master Key (CMK) ID and uses hvrwalletconfig with option -m.

® |f option -m is not used, the KMS CMK ID change is considered as a configuration update. The updated
configuration is saved in the wallet configuration file.

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 132

During the migration, the old KMS account will be accessed by HVR for decryption.

See Also

® Configuring and Managing Hub Wallet
® hvrwalletconfig

® hvrwalletopen

® Encrypted Network Connections
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Configuring and Managing Hub Wallet

Since Vv5.6.5/5

Contents

® Creating and Enabling Software Wallet
® Creating and Enabling KMS Wallet

® Auto-Open Password
® Enable Auto-Open Password
® Disable Auto-Open Password
® Auto-Open Plugin
® Enable Auto-Open Plugin
® Disable Auto-Open Plugin
® Rotating Hub Encryption Key
® Migrating Hub Wallet
® Migrating to Software Wallet
® Migrating to KMS Wallet
® Changing Software Wallet Password
¢ Disabling and Deleting Hub Wallet
® Force Deletion Without Wallet Password

This section describes the steps to create, enable, disable, delete, rotate encryption key, migrate wallet, or configure the
hub wallet.

The argument hubdb used in the command examples specifies the connection to the hub database. For more
information about supported hub databases and the syntax for using this argument, see Calling HVR on the
Command Line.

Creating and Enabling Hub Wallet

To use the hub wallet and encryption feature of HVR, first the hub wallet should be created and then the encryption
enabled by defining the encryption data category.

Creating and Enabling Software Wallet
Following are the steps to create and enable the software wallet:

1. Create software wallet. Set the wallet password and the wallet type. Following is the command (hvrwalletconfig)
to set the wallet type as SOFTWARE.

hvrwal | et config -p hubdb Wl | et _Type=SOFTWARE

After executing this command, a prompt asking to set a password for the software wallet will be displayed.
2. Enable encryption. Following is the command that will instruct HVR to start encryption of data (this includes the

existing data in the hub database). The category of data to be encrypted depends on the property Encryption
defined in this command.

hvrwal | et confi g hubdb Encrypti on=category_of data
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Creating and Enabling KMS Wallet

Following are the steps to create and enable the KMS wallet:
1. Set the wallet password and the wallet type. Select your preferred credential method for the KMS wallet:

® |f the authentication method is KMS Access Key Id, following is the command (hvrwalletconfig) to set
the wallet type as KMS. The KMS connection properties Wallet KMS_Region,
Wallet_ KMS_Customer_Master_Key_Id, Wallet KMS_Access_Key_Id should be defined in this
command.

hvrwal | et confi g -p hubdb Wal | et _Type=KMS Wal | et _KMS_Regi on=eu-west -1
Wal | et _KMS_Cust omer _Mast er _Key_ |1 d=1234abcd- 12ab-1234590ab
WAl | et _KVS_Access_Key_ | d=AKI AJDRSIY123QVERTY

After executing this command, a prompt asking to set a password for the hub wallet will be displayed. The
password for the KMS (secret key) should be supplied.

* If the authentication method is KMS IAM role, following is the command (hvrwalletconfig) to set the
wallet type as KMS. The KMS connection properties Wallet_ KMS_Region,
Wallet_ KMS_Customer_Master_Key_Id, Wallet KMS_IAM_Role should be defined in this command.

hvrwal | et confi g hubdb Wal | et _Type=KMS Wal | et _KMS_Regi on=eu-west -1
Wl | et _KMS_Cust orer _Mast er _Key_| d=1234abcd- 12ab- 1234590ab Wl | et _KMS_| AM Rol e=
PRODROLE

For KMS IAM role, since the authentication is done based on the AWS IAM Role, hvrwalletconfig
option -p is not required in the command. For more information, see description for the KMS
Wallet in section Hub Wallet Types of Hub Wallet and Encryption.

2. Enable encryption. Following is the command (hvrwalletconfig) that will instruct HVR to start encryption of data
(this includes the existing data in the hub database). The category of data that is encrypted depends on the
property Encryption defined in this command.

hvrwal | et confi g hubdb Encrypti on=cat egory_of data

Auto-Open Password

This section describes the steps/commands to enable or disable the auto-open password method for supplying the
wallet password. For more information the about auto-open password method, see section Methods to Supply Wallet
Password in Hub Wallet and Encryption.

Enable Auto-Open Password

®* To enable the auto-open password method, option -P of the hvrwalletconfig command is required. Following is
the command to enable auto-open password method:

hvrwal | etconfig -p -P hubdb
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After executing this command, a prompt asking to supply the wallet password is displayed.

Disable Auto-Open Password

® To disable the auto-open password method, the property Wallet_Auto_Open_Password should be left
blank. Following is the command to disable auto-open password method:

hvrwal | et config -p hubdb Wal | et _Aut o_Open_Passwor d=

Auto-Open Plugin

This section describes the steps/commands to enable or disable the auto-open plugin method for supplying the wallet
password. For more information about the auto-open plugin method, see section Methods to Supply Wallet Password in
Hub Wallet and Encryption.

Enable Auto-Open Plugin

® To enable the auto-open plugin method, the property Wallet_Auto_Open_Plugin should point to the plugin file
directory. Following is the command to enable auto-open plugin method:

hvrwal | et confi g hubdb Wal | et _Aut o_QOpen_PI ugi n=/ hone/ user/ nypl ugi n. sh

Disable Auto-Open Plugin

® To disable the auto-open plugin method, the property Wallet_Auto_Open_Plugin should be left blank. Following
is the command to disable auto-open plugin method:

hvrwal | et confi g hubdb Wal | et _Aut o_Qpen_PI ugi n=

Rotating Hub Encryption Key

This section describes the steps/commands to rotate the hub encryption key and also view and manage the hub
encryption key history. For more information, see section Hub Encryption Key Rotation in Hub Wallet and Encryption.
® Following is the command to rotate the hub encryption key:
hvrwal | et config -r hubdb
® Following is the command to view the hub encryption key history sequences and rotation timestamps:
hvrwal | et confi g hubdb Encrypti on_Key History

® Following is the command to view the sequence number of the current hub encryption key:

hvrwal | et confi g hubdb Encypti on_Key_ Sequence
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® Following is the command to view the entire wallet configuration, including history and other wallet settings:

hvrwal | et confi g hubdb

Migrating Hub Wallet

This sections describes the steps/commands for migrating the wallet. For more information, see section Hub Wallet
Migration in Hub Wallet and Encryption.

Migrating to Software Wallet

Following is the command to migrate to the software wallet.

hvrwal | etconfig -p -m hubdb \Wall et Type=SOFTWARE

Migrating to KMS Wallet

Following are the commands to migrate to the KMS wallet:

®* To migrate to a KMS wallet with authentication method as KMS Access Key Id,

hvrwal | et confi g -p -m  hubdb Val | et _Type=KMS WAl | et _KMS_Regi on=eu- west - 1
Wal | et _KMS_Cust oner _Mast er _Key_| d=1234abcd- 12ab- 1234590ab Wl | et _KMS_Access_Key_| d=
AKI AJDRSJY123QNERTY

®* To migrate to a KMS wallet with authentication method as KMS IAM role,

hvrwal | et confi g -m hubdb Wl | et _Type=KMS WAl | et _KMS_Regi on=eu- west -1
WAl | et _KMS_Cust oner _Mast er _Key | d=1234abcd- 12ab- 1234590ab Wal | et KMS_ | AM Rol e=
PRODROLE

Changing Software Wallet Password

The password for the software wallet can be changed, if required.

® Following is the command to change the password for the software wallet:

hvrwal | et config -p - m hubdb
When the command to change the software wallet password is executed, HVR creates a new wallet file (.
p12) with a new password and then moves the hub encryption key from the existing wallet file to the new

file. This is the reason for using hvrwalletconfig with option -m while changing the software wallet
password.
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Disabling and Deleting Hub Wallet
The hub wallet can be deleted if it is not required anymore or if the wallet itself is not accessible, etc. The hub wallet

password is required for disabling and deleting the hub wallet. The artifacts (hub encryption key sequence and key
history) can be deleted or retained while deleting the hub wallet.

If the wallet password is forgotten, the hub wallet can be deleted by following the steps mentioned in force deletion
without wallet password.

Following are the steps to delete the software wallet:

1. Stop HVR Scheduler.
2. Disable encryption. Following is the command (hvrwalletconfig) that will instruct HVR to stop encrypting all
passwords and also to decrypt the existing passwords in the hub database and obfuscate them.

hvrwal | et config -p hubdb Encrypti on=NONE

Encryption cannot be disabled if the hub wallet is not accessible (due to a corrupted software wallet file or
inaccessible KMS, etc) or if the wallet password is wrong/forgotten.

3. Delete the wallet. One of the following command (hvrwalletconfig) can be used to delete the hub wallet and
artifacts.

® To delete only the hub wallet and retain the artifacts,
hvrwal | et config -p -da hubdb
In case the hub wallet is not accessible anymore (due to a corrupted software wallet file or

inaccessible KMS), then use the following command to force delete the wallet and retain the
artifacts:

hvrwal | etconfig -p -daf hubdb

® To delete the hub wallet and artifacts,

hvrwal | etconfig -p -dA hubdb

In case the hub wallet is not accessible anymore (due to a corrupted software wallet file or
inaccessible KMS), then use the following command to force delete the wallet and the artifacts:

hvrwal | etconfig -p -dAf hubdb

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 138

Force Deletion Without Wallet Password

If the hub wallet password is forgotten, then use the following command to force delete the hub wallet:

® Since the wallet password is not supplied in this command, the artifacts cannot be retained.

® The encryption is not disabled before deleting the wallet forcefully, so the information that were encrypted
by using this wallet will have to be manually fixed by the user (for example, entering the password again
in the location connection screen).

1. Force delete the wallet and artifacts:
hvrwal | et confi g -dAf hubdb
2. Set encryption to NONE. The following command is optional.

hvrwal | et confi g hubdb Encrypti on=NONE

Setting encryption to NONE after deleting the wallet will not decrypt the passwords that were encrypted

using the wallet. This command may be executed to avoid any problems while creating a new hub wallet
in the future.
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Network Protocols, Port Numbers and Firewalls

In order to configure the connections between the hub machine, remote HVR locations and an operator's PC, it is
important to understand which TCP/IP ports HVR uses at runtime. The operator can control replication by logging into
the hub machine and using command line commands or running the GUI from the hub. Alternatively, the HVR GUI can
be used from the operator's PC, in which case several TCP/IP ports must be opened from the PC to the hub machine.

Protocol Options from GUI to Hub
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TCP/IP Port Number

Arbitrary port, typically 4343. On Unix and
Linux the listener is the inetd daemon. On
Windows the listener is the HVR Remote

Listener service.

Arbitrary port, typically 4343. On Unix and
Linux the listener is the inetd daemon. On
Windows the listener is the HVYR Remote

Listener service.

DBMS dependent.

Network
Protocol (non-
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HVR internal
protocol

HVR internal
protocol

Oracle's TNS
protocol, or Ingres
/INET or SQL
Server protocol
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& When connecting to Oracle RAC, HVR first connects to the SCAN listener port, after which it connects to the
HVR agent installation. In a RAC setup, the HVR remote listener must be running on the same port (e.g. 4343)
on every node.

TCP Keepalives

HVR uses TCP keepalives. TCP keepalives control how quickly a socket will be disconnected if a network connection is
broken.

By default, HVR enables TCP keepalives (SO_KEEPALIVE is true). TCP keepalives can be disabled by setting the
environment variable $HVR_TCP_KEEPALIVE to value 0.

On some platforms (Linux, Windows and AIX from version 5.3 and higher), the environment variable
$HVR_TCP_KEEPALIVE can also be used to tune keepalive frequency. It can be set to a positive integer. The default is
10 (seconds). The first half of this time (e.g. first five seconds) is passive, so no keepalive packets are sent. The other
half is active; HVR socket sends ten packets (e.g. 4 per second). If no response is received, then the socket connection
is broken.

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 141

Regular Maintenance and Monitoring for HVR

Periodically it is necessary to restart the HVR Scheduler, purge old log files and check for errors. HVR must also be
monitored in case a runtime error occurs.

Both maintenance and monitoring can be performed by script Hvrmaint. This is a standard Perl script which does nightly
or weekly housekeeping of the HVR Scheduler. It can be scheduled on Unix or Linux using crontab or on Windows as
a Scheduled Task.

HVR can also be watched for runtime errors by an enterprise monitoring system, such as TIVOLI or UNICENTER. Such
monitoring systems complement Hvrmaint instead of overlapping it. Such systems can watch HVR in three ways:

® Check that the Hvrscheduler process is running in the operating system process table.

® Check that no errors occur in file $HVR_CONFIG/log/hubdb/hvr.crit or in file $HVR_ITO_LOG (see section
Hvrscheduler).

® Check that file $HVR_CONFIG/log/hubdb/hvr.out is growing.
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HVR High Availability

Contents

® Introduction
® Backup, Disaster Recovery, High Availability
® Recovery Time Obijective
® HVR Architecture
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® Hub
® High Availability for HVR Agents

® State Information Stored by HVR Agent
® High Availability for HVR Hub
® Recovering HVR Replication

® Restore and Recover from Backup

® Disaster Recovery

® Disaster Recovery - Using Heartbeat Table
® Conclusion

Introduction

The ability to replicate data between data stores has a number of dependencies. Source and target databases/data
stores must be available and accessible, all of the infrastructure involved in the data replication must be available and
allow connectivity. The software that makes data replication possible must work as designed. At any point in time, one or
more of the components may fail.

This document describes how to configure HVR data replication for High Availability (HA). Fundamentally, the software
is designed to resume replication at the point where replication was stopped. With an approach to HA data replication,
downtime is either avoided or limited so that data keeps flowing between source(s) and target(s).

Backup, Disaster Recovery, High Availability

There are multiple strategies to get a setup that is no longer functioning back into a functioning state.

® A backup is a copy of your application data. If the data replication setup fails due to a component failure or
corruption, it can be restored on the same or new equipment, and from there data replication can be recovered.

® Disaster Recovery (DR) is a completely separate setup that can take over in case of a major event - a disaster
such as flooding or an earthquake - taking out many components at the time e.g. entire data centers, the
electricity grid, or network connectivity for a large region.

® High Availability (HA) is a setup with no single point of failure. HA introduces redundancy into the setup to allow
for components to step in if there is a failure.

What availability/recovery strategy or combination of strategies works best for your organization depends on a number of
factors, including the complexity of the environment, the available budget to ensure availability, and the extent of
replication downtime your organization can afford.

Recovery Time Objective

An important HA consideration is the impact of downtime on operations and with that the business cost to replication
downtime. When replication is down, data is no longer flowing between source(s) and target(s). If the replication
downtime is unrelated to the availability of source(s) and target(s) then latency will increase until replication is restored.
However, data will still be available on the target, getting staler as time goes on, with current data available in the
source. Facing high latency is similar to replication unavailability.

This paper discusses HA for data replication. The time period for which you can sustain the situation with data
replication down determines your so-called Recovery Time Objective (RTO): how long can you afford for replication to
be down. For some organizations, the RTO will be as low as minutes if not less, for example, if data replication is a core
part of a broader application high availability strategy for a mission-critical system. Other organizations may have the
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flexibility to redirect workloads allowing them to afford a replication downtime of multiple minutes if not hours. Some
organizations may run non-mission-critical workloads on their replicated data sets and some occasional data replication
downtime can be coped with relatively easily.

Weigh your RTO against the cost and complexity of implementing HA as you architect your data replication configuration.

HVR Architecture

HVR’s real-time replication solution features a distributed approach to log-based Change Data Capture (CDC) and
continuous integration. The HVR software consists of a single installation that can act as a so-called hub controlling data
replication, or as an agent performing work as instructed by the hub. The hub and agents communicate over TCP/IP,
optionally using encrypted messages. However, the architecture is flexible. Any installation of the software can act as an
agent or as a hub, and technically the use of agents in a setup is optional.

The image below shows the distributed architecture, with, in this case, a single source agent and a single target agent.
Real-world deployments often use a separate agent per source and a separate agent per target.

Source @ Target
Cloud or On-Prem HVR Repository Cloud or On-Prem
O Refresh (nitial Load) O
Supported Supported
Platforms Platforms

v

pare (Data Validation) e
@ cesiisenane O s . ( 3 R . O DWH

RDBMS ~— /

(10

Hub

Design | Deploy | Manage

Files Files

The distributed architecture provides several benefits:

* Offloading/distributing some of the most resource-intensive processing to avoid bottleneck processing changes
centrally.

® Optimizing network communication with data compressed by the agent before sent over the wire.

® Improved security with unified authorization and the ability to encrypt data on the wire.

Agents

Agents are typically installed close to the source database(s) if not on the database server(s), and close to the
destination systems. Agents store very limited state information (configuration dependent). Based on the state
information stored on the hub, data replication can always resume at the point of stoppage if replication is stopped or fails
. A single hub may orchestrate data replication between hundreds of agents.
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Hub

The HVR hub is an installation of HVR software that is used to configure data replication flows. Metadata is stored in a
repository database that can be any one of the relational databases that are supported as a source or Teradata. The
hub also runs a scheduler to start jobs and make sure jobs are restarted if they fail. During operations, the scheduler
requires a connection to the repository database. The repository database can either be local to the host running the
hub, or remote using a remote database connection.

The main functions of the hub are:

® Maintain the replication state.

® Restart/resume replication in case of a failure.

® Route compressed transaction files arriving from the source(s) to the correct target(s).

® Be the access point for operator maintenance and monitoring.

Environments with a dedicated hub server will see the bulk of data replication processing taking place on the agent
servers, with very little data replication load on the hub.

High Availability for HVR Agents

Data replication is recoverable based on the state information stored on the hub. High availability for an agent can be
achieved by having a duplicate installation for the agent available. HVR identifies an agent in the so-called Location
Configuration through a host name or IP-address where the HVR remote listener must be running to establish a
connection. The remote listener is a light-weight process, similar to a database listener, that forks new processes to
perform work.

If the agent runs on the source or target database server then the agent should be available if the server is available,
and the remote listener is running. Make sure to configure the remote listener to start upon system startup through
systemd, (x)inetd or hvr_boot on Linux/Unix or a service on Windows. See Installing HVR on Unix or Linux for more
details.

Consider using a floating virtual IP-address/host name to identify the agent, or use a load balancer in front of the agent
for automatic failover.

Cloud providers have services available that can help implement high availability for agents.

State Information Stored by HVR Agent

An HVR agent performing CDC on the source may store state information about long-running open transactions to
prevent a long recovery time when the capture process restarts. By default, every five minutes the capture process
writes a so-called checkpoint to disk, storing the in-memory state of the transactions open longer than 5 minutes. Upon
restart, the most recent complete checkpoint becomes the starting point of CDC, followed by re-reading (backed up)
transaction logs from the point of the checkpoint forward, ensuring no data changes are lost.

Long-running transactions may occur on Oracle databases, especially when using packaged applications such as SAP
or Oracle eBusiness Suite. Long-running transactions are less likely on other databases. The default location to store the
checkpoint is at the agent, but setting option CheckPointStorage to HUB for action Capture will move the checkpoints
to the hub so that in case of a restart, the checkpoint stored on the hub can be the starting point. Note that storing the
checkpoint on the hub will take more time than storing the checkpoint locally where the agent runs.

The integration agent stores state information:

® in the target, in the so-called state tables if the target is a database.
® implicitly using a directory hvr_state if the target is a file system (except for S3 as a file system, when the
hvrmanifestagent should be used to publish files).

With the agent state information stored in the actual target location, data replication can leverage the current state

irrespective of whether the same or a different instance of an agent is used. here is no need to consider integrate state
when considering high availability for the integration agents.
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High Availability for HVR Hub

For replication to function, the hub’s scheduler must be running, which requires a connection to the repository database
to retrieve and maintain the job state (e.g. RUNNING, SUSPENDED, etc.). Data replication definitions stored in the
same repository are not required at runtime. However, data replication can be re-instantiated from the current definitions.

Any state information about the data replication beyond just the job state is stored on the file system in a directory
identified by the environment setting HYR_CONFIG. To resume replication where it left off prior to a failure, files in this
directory must be accessible.

High availability setup for the HVR hub requires the Scheduler to run, which requires:

®* Repository database to be accessible (note that the repository database can be remote from the hub server or
local to it).
® Access to up-to-date and consistent data in the HYR_CONFIG directory.

A common way to implement high availability for the HVR hub is to use a cluster with shared storage (see Installing HVR
in a Cluster for installation instructions). In a clustered setup, the cluster manager is in charge of the HVR scheduler as a
cluster resource, making sure that within the cluster only one hub scheduler runs at any point in time. File system
location HVR_CONFIG must be on the attached storage, shared between the nodes in the cluster or switched over
during the failover of the cluster (e.g. in a Windows cluster). If the repository database is local to the hub like an Oracle
RAC Database or a SQL Server AlwaysOn cluster, then the connection to the database can always be established to
the database on the local node, or using the cluster identifier. For a remote database (network) connectivity to the
database must be available, and the database must have its own high availability setup that allows remote connectivity
in case of failure.

Cloud environments provide services to support an HVR high availability configuration for the HVR_CONFIG file system
like Elastic File System (EFS) on Amazon Web Services (AWS), Azure Files on Microsoft Azure, and Google Cloud
Filestore on Google Cloud Services (GCS). The cloud providers also provide database services with built-in high
availability capabilities and redundancies in the connectivity to allow for failures without impacting availability.

Recovering HVR Replication

If HVR replication fails and there is no high availability setup, or for whatever reason, the high availability configuration
was unable to prevent an outage (e.g. in a perfect storm of failures or a disaster scenario, when DR could have provided
business continuity but high availability cannot), then you must recover replication. How can you do this?

Restore and Recover from Backup

Make sure to always have a current backup of your HVR definitions by using the Export Catalogs function. In the worst
case, with data replication otherwise unavailable, you can restore the environment from the export of the data definitions:

® Create a new repository database (with empty tables).
® Import the export file.
® Configure Resilient processing on Integrate (temporarily) to instruct HVR to merge changes into the target.

& For a target that writes an audit trail of changes (i.e. configured using TimeKey), you will need to identify
the most recently applied transaction and use this information to re-initialize data replication to avoid data
overlap, or you must have downstream data consumption cope with possible data overlap.

® |nitialize the data replication channels, using Capture Rewind (if possible, i.e. if transaction file backups are still
available and accessible) to avoid loss of data.

® |f backup transaction log files (or archived logs) are no longer available, then use HVR Refresh to re-sync the
table definitions between a source and a target. Depending on the target and data volumes, a row-by-row
Refresh, also referred to as repair, may be appropriate, and/or use action Restrict to define a suitable filter
condition to re-sync the data.
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Consider the backup retention strategy for your transaction logs if your recovery strategy for data replication includes
recovery from a backup to allow for replication to recover by going through the backups of the transaction log files rather
than having to re-sync from the source directly.

Disaster Recovery

To recover data replication from a disaster recovery environment is not unlike the recovery from a backup, except that
the recovery time is likely lower, because the environment is ready and available. The disaster recovery environment
may even be able to connect to the primary repository database for up-to-date data replication definitions and current job
state information. However, the disaster recovery environment would not have access to an up-to-date HVR_CONFIG
location so the data replication state would have to be recreated.

With this, the steps to implement a disaster recovery environment are:

® Configure Resilient processing on Integrate (temporarily) to instruct HVR to merge changes into the target.

& For a target that writes an audit trail of changes (i.e. configured using TimeKey) you will need to identify
the most recently applied transaction and use this information to re-initialize data replication to avoid data
overlap, or you must have downstream data consumption cope with possible data overlap.

® |nitialize the data replication channels, using Capture Rewind (if possible, i.e. if transaction file backups are still
available and accessible) to avoid loss of data.

® |f backup transaction log files (or archived logs) are no longer available, then use HVR Refresh to re-sync the
table definitions between a source and a target.

Disaster Recovery - Using Heartbeat Table

To restore data replication from a backup or even in a disaster recovery environment is challenging because the data
replication state, from HVR_CONFIG on the failed primary environment, is not available. With the loss of HVR_CONFIG,
the following state information is lost:

® Capture status stored in the so-called cap_state file. Most importantly for recovery, this file includes the
transaction log’s position of the beginning of the oldest open transaction capture is tracking.

®* Transaction files that have yet to be integrated into the target. Depending on the setup, it may be normal that
there are hundreds of MBs waiting to be integrated into the target, and regularly copying these (consistently) to a
disaster recovery location may be unrealistic.

® Table Enrollment information containing the mapping between table names and object IDs in the database. This
information doesn’t change frequently and it is often safe to recreate the Table Enrollment information based on
current database object IDs. However, there is a potential for data loss if data object IDs did change, for example
for a SQL Server source if primary indexes were rebuilt between the point in time where capture resumes and the
current time.

The concept of the heartbeat table includes:

® A heartbeat table on every source database that HVR captures from. The table can be created in the application
schema or in a separate schema that the HVR capture user has access to (for example, the default schema for
the HVR capture user).

®* The heartbeat table becomes part of every data replication channel that captures from this source and is
integrated into every target.

®* The heartbeat table is populated by a script, taking current capture state information from the capture state file
and storing it in the database table. With the table being replicated, the data will make it into the target as part of
data replication. Optionally, the heartbeat table also includes current Table Enrollment information.

® The script to populate the heartbeat table can be scheduled to run by the OS scheduler on the hub server, or may
be invoked as an agent plugin as part of the capture cycle (with optionally some optimizations to limit the
overhead to store state information as part of the capture cycle).
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® Data replication recovery reads the state of the heartbeat table on the target, allowing it to recreate the capture
state file to avoid data loss due to missing long-running transactions, and regenerate any transaction files that
were not yet applied to the target will be recreated (since the heartbeat table becomes part of the regular data
replication stream).

Using a heartbeat table requires privileges and database objects beyond the out-of-the-box HVR installation, as well as
setup steps that go beyond regular running of HVR. Please contact your HVR representative should you need
professional services help to implement these.

Conclusion

Data replication availability has a number of dependencies, including the source(s) and target(s) availability, open
network communication, and software to function as designed. Individual components in such a complex setup may falil,
resulting in replication downtime. However, downtime in replication doesn’t necessarily mean no access to data. Data in
the target(s) would be stale and become staler as time progresses, similar to data replication introducing latency.

This paper discusses strategies to achieve High Availability (HA) for HVR replication. To what extent you invest in an HA
setup depends on your Recovery Time Objective (RTO) related to the direct cost or risk of replication downtime, but also
your willingness to manage a more complex setup. Alternatives to high availability include restore and recovery from a
backup, using a disaster recovery (DR) environment, and automating the disaster recovery through a custom heartbeat
table.
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Location Class Requirements

This section describes the pre-requisites, access privileges, and other configuration required for using HVR to capture or
integrate changes into sources and targets (referred to as the location classes), listed below.

® Requirements for Azure Blob FS
® Requirements for Azure Data Lake Store
® Requirements for Azure Data Lake Storage Gen2
® Requirements for Azure SQL Database
® Requirements for Azure Synapse Analytics
® Requirements for DB2 for i
® Requirements for DB2 for Linux, UNIX and Windows
® Requirements for DB2 for z/OS
® [nstalling HVR Capture Stored Procedures on DB2 for z/OS

® Requirements for FTP, SFTP, and SharePoint WebDAV
® Requirements for Google Cloud Storage
® Requirements for Greenplum
® Requirements for HANA
® Requirements for HDFS
® HDFS Authentication and Kerberos

® Requirements for MapR

® Requirements for Hive ACID

® Requirements for Ingres and Vector

® Requirements for Kafka

® Requirements for MySQL and MariaDB
® Requirements for Oracle

® Requirements for PostgreSQL

® Requirements for Redshift

® Requirements for S3

® Requirements for Salesforce

® Requirements for SapXForm

® Configuring SapXForm with HVR 4

® Requirements for Snowflake
® Requirements for SQL Server

® Managing SQL Server Log File Truncation

® Requirements for Teradata
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Requirements for Azure Blob FS

Since v5.5.5/4

Contents

® Location Connection
® Hive ODBC Connection
® SSL Options
Hadoop Client
® Hadoop Client Configuration
® Verifying Hadoop Client Installation
* Verifying Hadoop Client Compatibility with
Azure Blob FS
® Authentication
Client Configuration Files
Hive External Table
®* ODBC Connection
® Channel Configuration

This section describes the requirements, access privileges, and other features of HVR when using Azure Blob FS for

replication. For information about compatibility and support for Azure Blob FS with various HVR platforms, see
Platform Compatibility Matrix.

For the capabilities supported by HVR, see Capabilities.

Location Connection

This section lists and describes the connection details required for creating Azure Blob FS location in HVR.
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-
® Location tgt

Location
Location  tgt
Description Target Location on Azure Blob FS
|:| Connect to HYR an remote machine
Mode Login
Port Password
Class Azure Blob FS
7 Orade Secure Connection: [Yes (https) v
;E[Z:::rmrm} Account mystorageaccount
“) DB2 Linux/Unix/Windows Container myblobcontainer
_) DB2 fori Directory fmydirectory [E
DBZfOI’ ZJPOS SEUEtKEY SEBEERB BB ERR BB RR RN RR RN RR RN RR R RN RN RN R R RN R RN RR R R N R RN RRRR N BB N RR BB NRRERERN
| PostgreSQL/Aurora
") MySQL/MariaDE/Aurora Hive External Tables
) HANA Hive ODBC Connection
) Teradata Hive Server Type [Hive Server 2 b ]
) snowfiake Service Discovery Mode [No Service Discovery v ]
") Greenplum Host(s) doudera510
) Redshift Part 10000 -
") Hive ACID Database mytestdb
) File {FTP f Sharepoint ZooKeeper Namespace
_) Azure DLS Authentication
@) Azure Blob FS Mechanism User Name s
| HDFS Izer hadoop
- e Password
) Salesforce )
) Kafks Service Name
Host
Realm
Thrift'l'ransport[SASL h ]
HTTP Path
Linwx | Unix
Driver Manager Library jopt/unixodbe-2. 3. 2/lib G
ODBCSYSINI foptfunixodbc-2. 3. 2fetc E]
ODBC Driver Hortonworks Hive ODBC Driver E]
Test Connecﬁon] [ oK ] [ Cancel l [ Help ]
h
Field Description

Azure Blob FS

Secure connection

Account

Container

Directory

Secret key

The type of security to be used for connecting to Azure Blob Server. Available options:

® Yes (https) (default) : HVR will connect to Azure Blob Server using HTTPS.
®* No (http) : HVR will connect to Azure Blob Server using HTTP.

The Azure Blob storage account.
Example: mystorageaccount

The name of the container available within storage Account.
Example: myblobcontainer

The directory path in Container which is to be used for replication.
Example: /folder

The access key of the storage Account.
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Hive External Tables Enable/Disable Hive ODBC connection configuration for creating Hive external tables
above Azure Blob FS.

Hive ODBC Connection

HVR allows you to create 5702076 above Azure Blob FS files which are only used during compare. You can enable
/disable the Hive configuration for Azure Blob FS in location creation screen using the field Hive External Tables .
For more information about configuring Hive external tables, refer to Hadoop Azure Blob FS Support documentation.

Field Description
Hive ODBC Connection
Hive Server Type The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.

Service Discovery Mode The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

Host(s) The hostname or IP address of the Hive server.
When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format is
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Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.

Thrift Transport The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:
Since v5.5.0/2

® Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

® SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

® HTTP (This option is not available if Mechanism is User Name.)

For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

HTTP Path The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.
Since v5.5.0/2

Linux / Unix

Driver Manager Library  The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib

ODBCSYSINI The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc
ODBC Driver The user defined (installed) ODBC driver to connect HVR to the Hive server.
SSL Options Show SSL Options.
SSL Options
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@& ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
551 Private Key
Client Private Key Password

Cancel

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

SSL Public Certificate
SSL Private Key

Client Private Key
Password

Hadoop Client

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL
certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.

The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

The password of the private key file that is specified in SSL Private Key. This field
is enabled only if Two-way SSL is selected.
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The Hadoop client must be installed on the machine from which HVR will access the Azure Blob FS. Internally, HVR
uses C API libhdfs to connect, read and write data to the Azure Blob FS during capture, integrate (continuous),
refresh (bulk) and compare (direct file compare).

Azure Blob FS locations can only be accessed through HVR running on Linux or Windows, and it is not required to
run HVR installed on the Hadoop NameNode although it is possible to do so. For more information about installing
Hadoop client, refer to Apache Hadoop Releases.

Hadoop Client Configuration

The following are required on the machine from which HVR connects to Azure Blob FS:

® Hadoop 2.6.x client libraries with Java 7 Runtime Environment or Hadoop 3.x client libraries with Java 8
Runtime Environment. For downloading Hadoop, refer to Apache Hadoop Releases.
¢ Set the environment variable $JAVA_HOME to the Java installation directory. Ensure that this is the directory
that has a bin folder, e.g. if the Java bin directory is d:\java\bin, $JAVA_HOME should point to d:\java.
® Set the environment variable $HADOOP_COMMON_HOME or $SHADOOP_HOME or $SHADOOP_PREFIX to
the Hadoop installation directory, or the hadoop command line client should be available in the path.
® One of the following configuration is recommended,

¢ Set SHADOOP_CLASSPATH=$HADOOP_HOME/share/hadoop/tools/lib/*
® Create a symbolic link for $HADOOP_HOME/share/hadoop/tools/lib/ in $HADOOP_HOME/share
/hadoop/common or any other directory present in classpath.
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Since the binary distribution available in Hadoop website lacks Windows-specific executables,
a warning about unable to locate winutils.exe is displayed. This warning can be ignored for
using Hadoop library for client operations to connect to a HDFS server using HVR. However,
the performance on integrate location would be poor due to this warning, so it is recommended
to use a Windows-specific Hadoop distribution to avoid this warning. For more information
about this warning, refer to Hadoop issue HADOOP-10051.

Verifying Hadoop Client Installation
To verify the Hadoop client installation,

1. The HADOOP_HOME/bin directory in Hadoop installation location should contain the hadoop executables in
it.
2. Execute the following commands to verify Hadoop client installation:

$JAVA_HOVE/ bi n/j ava -version
$HADOOP_HOME/ bi n/ hadoop ver si on
$HADOOP_HOVE/ bi n/ hadoop cl asspath

3. If the Hadoop client installation is verified successfully then execute the following command to check the
connectivity between HVR and Azure Blob FS:

To execute this command successfully and avoid the error "Is: Password fs.adl.oauth2.client.id not
found", few properties needs to be defined in the file core-site.xml available in the hadoop
configuration folder (for e.g., <path>/hadoop-2.8.3/etc/hadoop). The properties to be defined differs
based on the Mechanism (authentication mode). For more information, refer to section 'Configuring
Credentials' in Hadoop Azure Blob FS Support documentation.

$HADOOP_HOVE/ bi n/ hadoop fs -1s adl://<cluster>/

Verifying Hadoop Client Compatibility with Azure Blob FS

To verify the compatibility of Hadoop client with Azure Blob FS, check if the following JAR files are available in the
Hadoop client installation location ( $HADOOP_HOME/share/hadoop/tools/lib ):

hadoop- azur e- <versi on>. j ar
azur e- st or age- <versi on>. j ar

Authentication

HVR does not support client side encryption (customer managed keys) for Azure Blob FS. For more information
about encryption of data in Azure Blob FS, search for "encryption” in Azure Blob storage documentation.

Client Configuration Files

Client configuration files are not required for HVR to perform replication, however, they can be useful for debugging.
Client configuration files contain settings for different services like HDFS, and others. If the HVR integrate machine is
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not part of the cluster, it is recommended to download the configuration files for the cluster so that the Hadoop client
knows how to connect to HDFS.

The client configuration files for Cloudera Manager or Ambari for Hortonworks can be downloaded from the

respective cluster manager's web interface. For more information about downloading client configuration files, search
for "Client Configuration Files" in the respective documentation for Cloudera and Hortonworks.

Hive External Table

HVR allows you to create Hive external tables above Azure Blob FS files which are only used during compare. The
Hive ODBC connection can be enabled for Azure Blob FS in the location creation screen by selecting the Hive
External Tables field.

For more information about configuring Hive external tables for Azure Blob FS, refer to Hadoop Azure Support: Azure
Blob Storage documentation.

ODBC Connection

HVR uses the ODBC connection to the Hadoop cluster that requires an ODBC driver (Amazon ODBC 1.1.1 or
HortonWorks ODBC 2.1.2 and above) for Hive installed on the machine (or in the same network). The Amazon and
HortonWorks ODBC drivers are similar and compatible with Hive 2.x. However, it is recommended to use the
Amazon ODBC driver for Amazon Hive and the Hortonworks ODBC driver for HortonWorks Hive.

HVR uses the Amazon ODBC driver or HortonWorks ODBC driver to connect to Hive for creating Hive external
tables to perform hvrcompare of files that reside on Azure Blob FS.

By default, HVR uses Amazon ODBC driver for connecting to Hadoop. To use the Hortonworks ODBC driver the
following action definition is required:

For Linux,

Group Table  Action

Azure Blob FS * Environment /Name = HVR_ODBC_CONNECT_STRING_DRIVER /Value = Hortonw
orks Hive ODBC Driver 64-bit

For Windows,

Group Table  Action

Azure Blob FS * Environment /Name = HVR_ODBC_CONNECT_STRING_DRIVER /Value = Hortonw
orks Hive ODBC Driver

Channel Configuration

For the file formats (CSV, JSON, and AVRO) the following action definitions are required to handle certain limitations
of the Hive deserialization implementation during Bulk or Row-wise Compare:

® ForCSvV,

Azure Blob FS * FileFormat /NullRepresentation=\\N
Azure Blob FS * TableProperties /CharacterMapping="\x00>\0;\n>\n;\r>\\r;">\""

Azure Blob FS * TableProperties /MapBinary=BASE64
® For JSON,
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Azure Blob  * TableProperties /MapBinary=BASE64
FS

Azure Blob  * FileFormat /JJsonMode=ROW_FRAGM
FS ENTS

® [or Avro,

Azure Blob FS * FileFormat /AvroVersion=v1l 8

vl 8 is the default value for FileFormat /AvroVersion, so it is not mandatory to define this action.
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Requirements for Azure Data Lake Store
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158

This section describes the requirements, access privileges, and other features of HVR when using Azure Data Lake
Store (DLS) Genl for replication. For information about compatibility and support for Azure DLS Genl with HVR
platforms, see Platform Compatibility Matrix.

For the capabilities supported by HVR, see Capabilities.

Location Connection

This section lists and describes the connection details required for creating Azure DLS location in HVR.

@ Mew Location

Location

Location

ot

Description |.-5.zure Diata Lake Store Genl Location

Mode
Port

[SslRemoteCertificate

JCloudLicense

Class

() Crade

() Ingres / Viector(H)

() SQL Server

() DB2 Linux/Unix/\Windows
() DB2 for i

() DB2 for zjOS

() PostgresQL/Aurora

() MySQL/MariaDE fAurora
() HAMA

() Teradata

() Snowflake

() Greenplum

() Redshift

Connection Group Membership

|:| Connect to HVR. on remate machine

Login

- | Password

Azure DLS

Host | datalakestore.azuredatalakestore . net

Directory | ftesthur

Authentication

Mechanism Service-to-service -

DAuth2 Endpoint bl:l-EIIIIEIIZI-DDDD-DDDDDDDDDDfDauﬁWEJ’tDkEn |

Client ID |EIEIEIEIEIEIEIEI -0000-0000-0000-0000000000 |
Key F-----rllul-------------------- |
Token

Part S

Hive External Tables
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() Hive ACID

() File / FTP / Sharepaint
(@) Azure DLS

() Azure DLS Gen2

() Azure Blob F3

() HDFS

() 53

() salesforce

() Kafka

() Google Cloud Storage

Hive QDBC Connection

Hive Server Type Hive Server 2 -
Service Discovery Mode | Mo Service Discovery -
Host(s) | hive-host |
Port | 10000 a
Datsbase | mytestdb |

Zookeeper Mamespace
Authentication
Mechanism ser Mame and Password -

Liser | dbuser |

Passward ||--|||-||| |

Service Mame
Host
Realm
Thrift Transport | SASL -
HTTP Path
Linux / Unix
Driver Manager Library | Joptjunixodbe-2. 3. 2/lib | -
ODBCSYSINI |fnpt_.funixndbc-z.3.z,.fetc |

ODBC Driver |.ﬁ.maznn Hive ODBC Driver |

S5L Options

Test Connection Cancel Help

Field
Azure DLS

Host

Directory

Authentication

Mechanism

OAuth2 Endpoint

Client ID

Description

The IP address or hostname of the Azure DLS server.
Example: datalakestore.azuredatalakestore.net

The directory path in Host where the replicated changes are saved.
Example: /testhvr

The authentication mode for connecting HVR to Azure DLS server. Available options:

® Service-to-service

® Refresh Token

® MSI For more information about these authentication modes, see section Authentic
ation.

The URL used for obtaining bearer token with credential token. This field is enabled
only if the authentication Mechanism is Service-to-service.

Example: https://login.microsoftonline.com/00000000-0000-0000-0000-0000000000
/oauth2/token

The Client ID (or Application ID) used to obtain access token with either credential or
refresh token. This field is enabled only if the authentication Mechanism is either Serv
ice-to-service or Refresh Token.

Example: 00000000-0000-0000-0000-0000000000
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Key The credential used for obtaining the initial and subsequent access tokens. This field
is enabled only if the authentication Mechanism is Service-to-service.

Token The directory path to the text file containing the refresh token. This field is enabled
only if the authentication Mechanism is Refresh Token.

Port The port number for the REST endpoint of the token service exposed to localhost by
the identity extension in the Azure VM (default value: 50342). This field is enabled
only if the authentication Mechanism is MSI.

Hive External Tables Enable/Disable Hive ODBC connection configuration for creating Hive external tables
above Azure DLS.

Hive ODBC Connection

HVR allows you to create Hive External Tables above Azure DLS files which are only used during compare. You can
enable/disable the Hive configuration for Azure DLS in location creation screen using the field Hive External Tables.
For more information about configuring Hive external tables, refer to Hadoop Azure Data Lake Support
documentation.

Field Description
Hive ODBC Connection
Hive Server Type The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.

Service Discovery Mode The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

Host(s) The hostname or IP address of the Hive server.
When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format [ZK_Host1]:[ZK_Port1],[ZK_Host2]:[ZK_Port2], where [ZK_Host] is
the IP address or hostname of the ZooKeeper server and [ZK_Port] is the TCP port
that the ZooKeeper server uses to listen for client connections.
Example: hive-host

Port The TCP port that the Hive server uses to listen for client connections. This field is
enabled only if Service Discovery Mode is No Service Discovery.
Example: 10000

Database The name of the database schema to use when a schema is not explicitly specified in
a query.
Example: mytestdb

ZooKeeper Namespace The namespace on ZooKeeper under which Hive Server 2 nodes are added. This field
is enabled only if Service Discovery Mode is ZooKeeper.

Authentication
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Mechanism The authentication mode for connecting HVR to Hive Server 2. This field is enabled
only if Hive Server Type is Hive Server 2. Available options:

®* No Authentication (default)
® User Name

® User Name and Password

® Kerberos

® Windows Azure HDInsight Service Since vs.5.0/2

User The username to connect HVR to Hive server. This field is enabled only if Mechanism
is User Name or User Name and Password.
Example: dbuser

Password The password of the User to connect HVR to Hive server. This field is enabled only if
Mechanism is User Name and Password.

Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.

Thrift Transport The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:
Since v5.5.0/2

® Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

® SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

® HTTP (This option is not available if Mechanism is User Name.)

For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

HTTP Path The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.
Since v5.5.02

Linux / Unix

Driver Manager Library  The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib

ODBCSYSINI The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc
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ODBC Driver

SSL Options

SSL Options

The user defined (installed) ODBC driver to connect HVR to the Hive server.

Show SSL Options.

@& ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
S5L Private Key
Client Private Key Password

Cancel

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

SSL Public Certificate
SSL Private Key

Client Private Key
Password

Hadoop Client

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL
certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.

The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

The password of the private key file that is specified in SSL Private Key. This field
is enabled only if Two-way SSL is selected.

162

The Hadoop client must be installed on the machine from which HVR accesses the Azure DLS. HVR uses C API
libhdfs to connect, read and write data to the Azure Data Lake Store during capture, integrate (continuous), refresh
(bulk) and compare (direct file compare).

Azure DLS locations can only be accessed through HVR running on Linux or Windows, and it is not required to run
HVR installed on the Hadoop NameNode although it is possible to do so. For more information about installing
Hadoop client, refer to Apache Hadoop Releases.

Hadoop Client Configuration

The following are required on the machine from which HVR connects to Azure DLS:

® Hadoop 2.6.x client libraries with Java 7 Runtime Environment or Hadoop 3.x client libraries with Java 8
Runtime Environment. For downloading Hadoop, refer to Apache Hadoop Releases.
® Set the environment variable $JAVA_HOME to the Java installation directory. Ensure that this is the directory
that has a bin folder, e.g. if the Java bin directory is d:\java\bin, $JAVA_HOME should point to d:\java.
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® Set the environment variable $HADOOP_COMMON_HOME or $SHADOOP_HOME or $HADOOP_PREFIX to
the Hadoop installation directory, or the hadoop command line client should be available in the path.
® One of the following configuration is recommended:
¢ Set SHADOOP_CLASSPATH=$HADOOP_HOME/share/hadoop/tools/lib/*
® Create a symbolic link for $HADOOP_HOME/share/hadoop/tools/lib in $HADOOP_HOME/share
/hadoop/common or any other directory present in classpath.

Since the binary distribution available in Hadoop website lacks Windows-specific executables, a warning
about unable to locate winutils.exe is displayed. This warning can be ignored for using Hadoop library for
client operations to connect to a HDFS server using HVR. However, the performance on integrate location
would be poor due to this warning, so it is recommended to use a Windows-specific Hadoop distribution to
avoid this warning. For more information about this warning, refer to Hadoop issue [HADOOP-10051].

Verifying Hadoop Client Installation
To verify the Hadoop client installation:

1. The HADOOP_HOME/bin directory in Hadoop installation location should contain the Hadoop executables in
it.
2. Execute the following commands to verify Hadoop client installation:

$JAVA HOVE/ bi n/j ava -version
$HADOOP_HQOVE/ bi n/ hadoop ver si on
$HADOOP_HOME/ bi n/ hadoop cl asspat h

3. If the Hadoop client installation is verified successfully then execute the following command to verify the
connectivity between HVR and Azure DLS:

To execute this command successfully and avoid the error "ls: Password fs.adl.oauth2.client.id not
found", few properties needs to be defined in the file core-site.xml available in the hadoop
configuration folder (for e.g., <path>/hadoop-2.8.3/etc/hadoop). The properties to be defined differs
based on the Mechanism (authentication mode). For more information, refer to section Configuring
Credentials and FileSystem in Hadoop Azure Data Lake Support documentation.

$HADOOP_HOVE/ bi n/ hadoop fs -1s adl://<cluster>/

Verifying Hadoop Client Compatibility with Azure DLS

To verify the compatibility of Hadoop client with Azure DLS, check if the following JAR files are available in the
Hadoop client installation location ($HADOOP_HOME/share/hadoop/tools/lib):

hadoop- azur e- <versi on>. j ar

hadoop- azur e- dat al ake- <versi on>. j ar
azur e- dat a- | ake- st or e- sdk- <versi on>. j ar
azur e- st or age- <versi on>. j ar
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Authentication
HVR supports the following three authentication modes for connecting to Azure DLS:

® Service-to-service
This option is used if an application needs to directly authenticate itself with Data Lake Store. The connection
parameters required in this authentication mode are OAuth2 Token Endpoint, Client ID (application ID), and
Key (authentication key). For more information about the connection parameters, search for "Service-to-
service authentication" in Data Lake Store Documentation.

* Refresh Token
This option is used if a user's Azure credentials are used to authenticate with Data Lake Store. The
connection parameters required in this authentication mode are Client ID (application ID), and Token (refresh
token).
The refresh token should be saved in a text file and the directory path to this text file should be mentioned in
the Token field of location creation screen. For more information about the connection parameters and end-
user authentication using REST API, search for "End-user authentication" in Data Lake Store Documentation.

* MSI
This option is preferred when you have HVR running on a VM in Azure. Managed Service Identity (MSI)
allows you to authenticate to services that support Azure Active Directory authentication. For this
authentication mode to work, the VM should have access to Azure DLS and the MSI authentication should be
enabled on the VM in Azure. The connection parameters required in this authentication mode is Port (MSI
endpoint port), by default the port number is 50342. For more information about providing access to Azure
DLS and enabling MSI on the VM, search for "Access Azure Data Lake Store" in Azure Active Directory
Managed Service Identity Documentation.

HVR does not support client side encryption (customer managed keys) for Azure DLS. For more information about
encryption of data in Azure DLS, search for "encryption” in Data Lake Store Documentation.

Client Configuration Files

Client configuration files are not required for HVR to perform replication, however, they can be useful for debugging.
Client configuration files contain settings for different services like HDFS, and others. If the HVR integrate machine is
not part of the cluster, it is recommended to download the configuration files for the cluster so that the Hadoop client
knows how to connect to HDFS.

The client configuration files for Cloudera Manager or Ambari for Hortonworks can be downloaded from the
respective cluster manager's web interface. For more information about downloading client configuration files, search
for "Client Configuration Files" in the respective documentation for Cloudera and Hortonworks.

Hive External Table

HVR allows you to create Hive external tables above Azure DLS files which are only used during compare. The Hive
ODBC connection can be enabled for Azure DLS in the location creation screen by selecting the Hive External
Tables field. For more information about configuring Hive external tables for Azure DLS, refer to Hadoop Azure Data
Lake Support documentation.

ODBC Connection

HVR uses ODBC connection to the Hadoop cluster that requires an ODBC driver (Amazon ODBC 1.1.1 or
HortonWorks ODBC 2.1.2 and above) for Hive installed on the machine (or in the same network). The Amazon and
HortonWorks ODBC drivers are similar and compatible with Hive 2.x. However, it is recommended to use the
Amazon ODBC driver for Amazon Hive and the Hortonworks ODBC driver for HortonWorks Hive.

HVR uses the Amazon ODBC driver or HortonWorks ODBC driver to connect to Hive for creating Hive external
tables to perform hvrcompare of files that reside on Azure DLS.

By default, HYR uses Amazon ODBC driver for connecting to Hadoop. To use the Hortonworks ODBC driver the
following action definition is required:
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For Linux:

Group Table Action

Azure DLS * Environment /Name=HVR_ODBC_CONNECT_STRING_DRIVER /Value=Hortonwo
rks Hive ODBC Driver 64-bit

For Windows:

Group Table Action

Azure DLS * Environment /Name=HVR_ODBC_CONNECT_STRING_DRIVER /Value=Hortonwo
rks Hive ODBC Driver

Channel Configuration

For the file formats (CSV, JSON, and AVRO) the following action definitions are required to handle certain limitations
of the Hive deserialization implementation during Bulk or Row-wise Compare:

® For CSV
Group Table Action
Azure DLS * FileFormat /NullRepresentation=\\N
Azure DLS * TableProperties /CharacterMapping="\x00>\\0;\n>\n;\r>\\r;">\""
Azure DLS * TableProperties /MapBinary=BASE64
® For JSON
Group Table Action
Azure DLS * TableProperties /MapBinary=BASE64
Azure DLS * FileFormat /JJsonMode=ROW_FRAGMENTS
® For Avro
Group Table Action
Azure DLS * FileFormat /AvroVersion=v1_8

vl 8 is the default value for FileFormat /AvroVersion, so it is not mandatory to define this action.
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Requirements for Azure Data Lake Storage Gen2

Since v5.6.5/2

Contents

® Location Connection
® Hadoop Client
® Hadoop Client Configuration
® Verifying Hadoop Client Installation
® Verifying Hadoop Client Compatibility with
Azure DLS Gen2
® Authentication
Encryption
Client Configuration Files for Hadoop

This section describes the requirements, access privileges, and other features of HVR when using Azure Data Lake

Storage (DLS) Gen2 for replication. For information about compatibility and support for Azure DLS Gen2 with HVR
platforms, see Platform Compatibility Matrix.

For the capabilities supported by HVR, see Capabilities.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly set up replication using Azure DLS Gen2, see Quick Start for HVR - Azure DLS Gen2.

Location Connection

This section lists and describes the connection details required for creating Azure DLS Gen2 location in HVR.
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@® HNew Location =

Location

Location

Description | ADLS Gen?2 Location.

Connection Group Membership

|:| Connect to HYR on remote machine

Mode Login

Port + | Password
[selRemoteCertificate

JCloudLicense

Class Azure DLS Gen2
(O Orade Secure Connection | Yes (https) -
Ingres [ Vector
8 SL‘?L 5 : " Account |mystorageacmur.t |
Erver
() DB2 Linus/Unix/Windows ~ “entainer |mycnn1ﬁiner |
() DB2 fori Directory ||.f |
O D82 for z/0S Authentication
() PostgreSQL/Aurora = OAuth -
() MysQL/MariaDB/Aurora
Secret Key
() HANA
() Teradata Mechanism Client Credentials -
O snowfiake OAuth2 Endpaint 00-0000-0000-0000000000/oauth2/token |
() Greenplum .
O Redshift Client ID |11111111—1111—1111—1111—1111111111 |
edshi
O Hive ACID Client Secret L---------------------------- |

() File / FTP / Sharepaint
() Azure DLS

(@ Azure DLS Gen2

() Azure Blob F5

() HOFS

(O s3

() salesforce

() kafka

() Google Cloud Storage

Test Connection Cancel Help

Field Description
Azure DLS Gen2
Secure connection The type of security to be used for connecting to Azure DLS Gen2. Available options:

® Yes (https) (default): HVR will connect to Azure DLS Gen2 using HTTPS.
® No (http): HVR will connect to Azure DLS Gen2 using HTTP.

Account The Azure DLS Gen2 storage account.
Example: mystorageaccount
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Container

Directory

Authentication

Type

Secret Key

Mechanism

OAuth2 Endpoint

Client ID

Client Secret

Hadoop Client

The name of the container available within storage Account.
Example: mycontainer

The directory path in Container to be used for replication.
Example: /folder

The type of authentication to be used for connecting to Azure DLS Gen2. Available
options:

® Shared Key (default): HVR will access Azure DLS Gen2 using Shared Key
authentication.
® OAuth: HVR will access Azure DLS Gen2 using OAuth authentication.

For more information about these authentication types, see section Authentication.

The access key of the storage Account. This field is enabled only if authentication Ty
pe is Shared Key.

The authentication mode for connecting HVR to Azure DLS Gen2 server. This field is
enabled only if authentication Type is OAuth. The available option is Client
Credentials.

The URL used for obtaining bearer token with credential token.
Example: https://login.microsoftonline.com/00000000-0000-0000-0000-0000000000
/oauth2/token

A client ID (or application ID) used to obtain Azure AD access token.
Example: 00000000-0000-0000-0000-0000000000

A secret key used to validate the Client ID.

168

The Hadoop client must be installed on the machine from which HVR will access Azure DLS Gen2. HVR uses C API
libhdfs to connect, read and write data to the Azure DLS Gen2 during capture, integrate (continuous), refresh (bulk)
and compare (direct file compare).

Azure DLS Gen2 locations can only be accessed through HVR running on Linux or Windows. It is not required to run
HVR installed on the Hadoop NameNode, although it is possible to do so. For more information about installing
Hadoop client, refer to Apache Hadoop Releases.

A On Linux, an extra warning is raised: "WARNING: HADOOP_PREFIX has been replaced by
HADOOP_HOME. Using value of HADOOP_PREFIX".

To fix this behavior, comment out the following line in the $HADOOP_PREFIX/libexec/hadoop-condig.sh

file:

hadoop_depr ecat e_envvar HADOOP_PREFI X HADOOP_HOVE

Hadoop Client Configuration

The following is required on the machine from which HVR connects to Azure DLS Gen2:

® Hadoop client libraries version 3.2.0 and higher. For downloading Hadoop, refer to Apache Hadoop Download

page.
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® Java Runtime Environment version 8 and higher. For downloading Java, refer to Java Download page.
® Set the environment variable $JAVA_HOME to the Java installation directory. Ensure that this is the directory
that has a bin folder, e.g. if the Java bin directory is d:\java\bin, $JAVA_HOME should point to d:\java.

A If the environment variable $HVR_JAVA_HOME is configured, the value of this environment variable
should point to the same path defined in $JAVA_HOME.

® Set the environment variable $HADOOP_COMMON_HOME or $SHADOOP_HOME or $HADOOP_PREFIX to
point to the Hadoop installation directory, or the hadoop command line client should be available in the path.
® One of the following configurations is recommended:
¢ Set SHADOOP_CLASSPATH=$HADOOP_HOME/share/hadoop/tools/lib/*
® Create a symbolic link for $HADOOP_HOME/share/hadoop/tools/lib in $HADOOP_HOME/share
/hadoop/common or any other directory present in the classpath.
® On Windows, winutils.exe along with hadoop.dll is required. These files can be downloaded from the GitHub
and should be saved to $HADOOP_HOME/bin directory. This is required since the binary distribution of
Hadoop lacks this executable.

Verifying Hadoop Client Installation
To verify the Hadoop client installation:

1. The $HADOOP_HOME/bin directory in the Hadoop installation location should contain the Hadoop
executables in it.
2. Execute the following commands to verify the Hadoop client installation:

$JAVA_HOVE/ bi n/j ava -version
$HADOOP_HOVE/ bi n/ hadoop ver si on
$HADOOP_HQVE/ bi n/ hadoop cl asspat h

3. If the Hadoop client installation is successfully verified, execute the following command to verify the
connectivity between HVR and Azure DLS Gen2:

$HADOOP_HOVE/ bi n/ hadoop fs -1s abfs://<contai ner >@account >. df s. core. wi ndows. net
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A In case of any identification errors, certain properties need to be defined in the core-site.xml file
available in the Hadoop configuration folder (for e.g., <path>/hadoop-3.2.0/etc/hadoop). For more
information, refer to section Configuring ABFS in the Hadoop Azure Support: ABFS - Azure Data Lake
Storage Gen2 documentation.

L

Click here for sample configuration when using Shared Key authentication

<property>

<nanme>fs. azure. account . aut h. t ype. st orageaccount nane. df s. cor e. Wi ndows. net <
/ name>

<val ue>Shar edKey</ val ue>

<descri pti on>Use Shared Key aut henticati on</description>
</ property>

<property>
<name>f s. azure. account . key. st or ageaccount nane. df s. cor e. wi ndows. net </ nane>
<val ue>JDI kIl Hxvy SBy ZWFsbHkgdGabcdf e SSB3LDJgZ34pbm
/ skdGBgcCD0I GEga2V5! G ul Ghl cnBA</ val ue>
<descri pti on>The secret password. </description>
</ property>

L

Click here for sample configuration when using OAuth authentication

<property>

<name>f s. azure. account . aut h. t ype</ name>

<val ue>QAut h</ val ue>

<descri pti on>Use QAut h aut henti cation</description>
</ property>

<property>
<name>f s. azure. account . oaut h. provi der. t ype</ nanme>
<val ue>or g. apache. hadoop. fs. azur ebf s. oaut h2. C i ent Cr edsTokenPr ovi der <
/ val ue>
<descri ption>Use client credential s</description>
</ property>

<property>
<name>f s. azure. account . oaut h2. cl i ent. endpoi nt </ name>
<val ue></val ue>
<descri pti on>URL of QAuth endpoi nt</description>

</ property>

<property>
<name>f s. azure. account . oaut h2. cl i ent. i d</ name>
<val ue></ val ue>
<descripti on>Cl i ent |D</description>

</ property>

<property>
<nanme>f s. azure. account . oaut h2. cl i ent. secr et </ nane>
<val ue></val ue>
<descri pti on>Secr et </ descri pti on>

</ property>
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Verifying Hadoop Client Compatibility with Azure DLS Gen2

To verify the compatibility of the Hadoop client with Azure DLS Gen2, check if the following JAR files are available in
the Hadoop client installation directory (SHADOOP_HOME/share/hadoop/tools/lib):

wi | df | y- openssl - <versi on>. | ar
hadoop- azur e- <versi on>. j ar

Authentication

HVR supports the following two authentication modes for connecting to Azure DLS Gen2:

® Shared Key
When this option is selected, hvruser gains full access to all operations on all resources, including setting
owner and changing Access Control List (ACL). The connection parameter required in this authentication
mode is Secret Key - a shared access key that Azure generates for the storage account. For more information
on how to manage access keys for Shared Key authorization, refer to Manage storage account access keys.
Note that with this authentication mode, no identity is associated with a user and permission-based
authorization cannot be implemented.

®* OAuth
This option is used to connect to Azure DLS Gen2 storage account directly with OAuth 2.0 using the service
principal. The connection parameters required for this authentication mode are OAuth2 Endpoint, Client ID,
and Client Secret. For more information, refer to Azure Data Lake Storage Gen2 documentation.

Encryption

HVR does not support client side encryption (customer managed keys) for Azure DLS Gen2. For more information
about the encryption of data in Azure DLS Gen2 refer to Data Lake Storage Documentation.

Client Configuration Files for Hadoop

Client configuration files are not required for HVR to perform replication, however, they can be useful for debugging.
Client configuration files contain settings for different services like HDFS, and others. If the HVR integrate machine is
not part of the cluster, it is recommended to download the configuration files for the cluster so that the Hadoop client
knows how to connect to HDFS.

The client configuration files for Cloudera Manager or Ambari for Hortonworks can be downloaded from the

respective cluster manager's web interface. For more information about downloading the client configuration files,
search for "Client Configuration Files" in the respective documentation for Cloudera and Hortonworks.
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Requirements for Azure SQL Database

Contents

ODBC Connection
Location Connection
Configuration Notes
Capture

Integrate and Refresh

This section describes the requirements, access privileges, and other features of HVR when using Azure SQL
Database for replication. Azure SQL Database is the Platform as a Service (PaaS) database of Microsoft's Azure
Cloud Platform. It is a limited version of the Microsoft SQL Server. HVR supports Azure SQL Database through its
regular SQL Server driver. For information about compatibility and supported versions of Azure SQL Database with
HVR platforms, see Platform Compatibility Matrix.

For the capabilities supported by HVR on Azure SQL Database, see Capabilities for Azure SQL Database.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

ODBC Connection

Microsoft SQL Server Native Client 11.0 ODBC driver must be installed on the machine from which HVR connects to
Azure SQL Database. For more information about downloading and installing SQL Server Native Client, refer to
Microsoft documentation.

HVR uses the SQL Server Native Client ODBC driver to connect, read and write data to Azure SQL Database during
capture, integrate (continuous ), and refresh (row-wise).

Location Connection

This section lists and describes the connection details required for creating Azure SQL Database location in HVR.
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@® New Location X
Location
Location
Description |Azure SQL Database location
Connection Group Membership
[] Connect to HVR on remote machine
Mode Login
Fort = | Password
/SsIRemoteCertificate
/CloudLicense
Class ~  Database Connection
(O oracle Server |chizznhmpv.datahase.windnws.net |
O Ingres / Vector(H) Database |m1,rtestdh |
@ sqL server User |hvruser@chi22nhmpv |
O i Ll Password |IIIIIIIIIII |
() DB2 for i Linux
O e Driver Manager Lihrary| |
® emsins ODBCSYSINI | [
O WySQL/MariaDB/Auror
O Haa ODBC Driver |SQL Server |[--s
() Teradata
() snowflake
O Greenplum
() Redshift v
Test Connection Cancel Help

Field Description

Database Connection

The fully qualified domain name (FQDN) name of the Azure SQL Database server.

Example: chiz2nhmpv.database.windows.net

The name of the Azure SQL database.

The username to connect HVR to the Azure SQL Database. The username should be

appended with the separator ‘@' and the host name of the Server. The format is <user

The password of the User to connect HVR to the Azure SQL Database.

Server
Database
Example: mytestdb
User
name>@<hostname>.
Example: hvruser@cbiz2nhmpv
Password
ODBC Driver

Configuration Notes

The user defined (installed) ODBC driver to connect HVR to the Azure SQL Database.
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The Azure SQL database server has a default firewall preventing incoming connections. This can be configured
under DAtabase server/Show firewall settings. When connecting from an Azure VM (through an agent), enable
Allow access to Azure services. When connecting directly from an on-premises hub, add its IP address to the
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allowed range. An easy way to do this is to open the webportal from the machine, from which you connect to the
database. Your IP address will be listed and by clicking Add to the allowed IP addresses, the IP address will be
automatically added to the firewall.

Ure v sQLdatabases > report > xjvBoirst > Firewall settings

8.

i ANl resources

© Rece

Capture

® | og-based Capture is not supported from Azure SQL. Only trigger-based capture is supported.

® Capture parameter /ToggleFrequency must be specified because the Azure SQL database does not allow
HVR's hvrevent.dll (no DLL libraries allowed). Keep in mind that if a high frequency is defined (e.g. cycle
every 10 seconds) then many lines will be written to HVR's log files. Configure the command Hvrmaint to
purge these files.

Integrate and Refresh

HVR uses SQL Server BCP interface for copying data into Azure SQL Database tables during bulk Refresh and
loading data into burst tables during Integrate with /Burst.

When using HVR Refresh with option Create absent tables in Azure SQL database, enable the option "With Key"
because Azure does not support tables without Clustered Indexes.
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Requirements for Azure Synapse Analytics

Contents

® ODBC Connection
® Location Connection
® Integrate and Refresh
® Grants for Compare, Refresh and Integrate

This section describes the requirements, access privileges, and other features of HVR when using Azure Synapse
Analytics (formerly Azure SQL Data Warehouse) for replication. Azure Synapse Analytics is the Platform as a
Service (PaaS) data warehouse and big data analytics of Microsoft's Azure Cloud Platform. HVR supports Azure
Synapse Analytics through its regular SQL Server driver. For information about compatibility and supported versions
of Azure Synapse Analytics with HVR platforms, see Platform Compatibility Matrix.

For information about the Capabilities supported by HVR on Azure Synapse Analytics, see Capabilities for Azure
Synapse Analytics.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

ODBC Connection

Microsoft SQL Server Native Client 11.0 ODBC driver must be installed on the machine from which HVR connects to
Azure Synapse. For more information about downloading and installing SQL Server Native Client, refer to
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@ MNew Location

Location

Location azure

Description |Azure SQL Data Warehouse location

Connection

MNode
Port
/SsIRemoteCertificate

/CloudLicense

Class s
O Oracle

() Ingres [ Vector({H)

@ sqQL Server

() DB2 Linu/Uni/Windo
() DB2 for i

() DB2 for /05
O PostgreSQL/Aurora

Group Membership

[] Connect to HVR on remote machine

Login

'y

= | Password

Database Connection

Server |tC|:I :hvrdw.database.windows.net |

Database | mytestdw |

User | hvruser |

Password |""| |
Linue

Driver Manager Lihrary|

ODBCSYSINI | [
O WySQL/MariaDB/Auror

ODBC Driver |SQL Server Native Client 11.0 |[--s
() HANA
() Teradata
() snowflake
O Greenplum
() Redshift v

Test Connection Cancel Help
Field Description

Database Connection

Server The fully qualified domain name (FQDN) name of the Azure Synapse server.
Example: tcp:hvrdw.database.windows.net
Database The name of the Azure Synapse database.
Example: mytestdw
User The username to connect HVR to the Azure Synapse Database.
Example: hvruser
Password The password of the User to connect HVR to the Azure Synapse Database.
ODBC Driver The user defined (installed) ODBC driver to connect HVR to the Azure Synapse.

Integrate and Refresh

HVR uses the following interfaces to write data into an SQL Server location:

® SQL Server ODBC driver, used to perform continuous Integrate and row-wise Refresh
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® SQL Server BCP interface, used for copying data into database tables during bulk Refresh and loading data
into burst tables during Integrate with /Burst.
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Grants for Compare, Refresh and Integrate

The HVR User requires the following privileges:

grant create table to hvr_user
grant select, insert, update, delete on replicated tables to hvr_user

If the HVR User needs to bulk refresh or alter tables which are in another schema (using action TableProperties
/Schema=myschema) then the following grants are needed:

grant control on schema :: nyschema to hvr_user
When HVR Refresh is used to create the target tables, the following is also needed:
grant create table on schema :: nyschema to hvr_user

HVR's internal tables, like burst and state-tables, will be created in the user's default_schema. The default_schema
can be changed using:

al ter user hvr_user with defaul t_schema = nmyschema
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Requirements for DB2 for i

Contents

® ODBC Connection
®* Firewall
® Location Connection
®* Hub
® Grants for Hub
® Grants
® Capture
® Table Types
® | og-Based Capture
® Supplemental Logging
® |ntegrate and Refresh Target
®* Pre-Requisites
® Grants to Integrate and Refresh Target
® Compare and Refresh Source
® Grants for Compare and Refresh Source

This section describes the requirements, access privileges, and other features of HVR when using 'DB2 for i' for
replication. For information about compatibility and supported versions of DB2 for i with HVR platforms, see Platform
Compatibility Matrix.

For the Capabilities supported by HVR on DB2 for i, see Capabilities for DB2 for i.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

ODBC Connection

HVR is not installed on the DB2 for i system itself but is instead installed on a Linux or Windows machine, from which
it uses ODBC to connect to the DB2 for i system. HVR uses ODBC connection to read and write data to DB2 for i
location.

The following are required for HVR to establish an ODBC connection to the DB2 for i system:
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Sign-On Verification as-signon 8476 9476

Database Access as-database 8471 9471

A The port numbers mentioned here are the default port numbers. To verify the default port numbers for the

services names, use the command wrksrvtble on AS/400 console.

Location Connection

This section lists and describes the connection details required for creating DB2 for i location in HVR.

@ MNew Location

Location

Location

et

Description | DBZ for i location

Connection Group Membership

|:| Connect to HVR on remote machine

MNode Login
Port = | Password
[SsIRemoteCertificate

[CloudLicense

Test Connection Cancel

Help

Class »  Database Connection

() oracle System 1192.168.10.135 |
(O Ingres / Vector(H) Named Database| |
O SQL Server User |h1,rruser |
(O DB2 Linwy/Unix/Windon Fassword ||||||||||||||||| |
(® DB2 for i Linux

() DB2 for 2/0S Driver Manager Library| |

() PostgreSQL/Aurora ODBCSYSINI | |

() MySQL/MariaDB/Auror ODBC Driver | |

() HANA

() Teradata

() Snowflake

() Greenplum

() Redshift v

Field Description
Database Connection

System The hostname or IP-address of the DB2 for i system.
Example: 192.168.1.135
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Named Database

User

Password

Linux

Driver Manager Library

ODBCSYSINI

ODBC Driver

Hub

The named database in DB2 for i. It could be on another (independent) auxiliary
storage pool (IASP). The user profile's default setting will be used when no value is
specified. Specifying *SYSBAS will connect a user to the SYSBAS database.

The username to connect HVR to the Named Database in DB2 for i.
Example: hvruser

The password of the User to connect HVR to the Named Database in DB2 for i.

The optional directory path where the ODBC Driver Manager Library is installed. For a
default installation, the ODBC Driver Manager Library is available at /usr/lib64 and
does not need to be specified. When UnixODBC is installed in for example /opt
/unixodbc-2.3.1 this would be /opt/unixodbc-2.3.1/lib.

Example: /opt/unixdbx-2.3.1/lib

The directory path where odbc.ini and odbcinst.ini files are located. For a default
installation, these files are available at /etc and do not need to be specified. When
UnixODBC is installed in for example /opt/unixodbc-2.3.1 this would be /opt
/unixodbc-2.3.1/etc. The odbcinst.ini file should contain information about the IBM i
Access Client Solutions ODBC Driver under the heading [IBM i Access ODBC Driver
64-bit].

Example: /opt/unixdbx-2.3.1/etc

The user-defined (installed) ODBC driver to connect HVR to the DB2 for i system.
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HVR allows you to create a hub database in DB2 for i. The hub database is a small database which HVR uses to
control its replication activities. This database stores HVR catalog tables that hold all specifications of replication
such as the names of the replicated databases, the list of replicated tables, and the replication direction.

Grants for Hub

To capture changes from a source database or to integrate changes into a target database, the following privileges
are required:

® The User should have permission to create and drop HVR catalog tables

Grants

The User should have permissions to read the following system catalogs:

gsys2.systables
gsys2.syscolumns
gsys2.systypes
gsys2.syscst
gsys2.syscstcol
gsys2.sysindexes
gsys2.syskeys
sysibm.sysdummy1l
sysibm.sqlstatistics

According to IBM documentation, the tables and views in the catalogs are shipped with the SELECT privilege to
PUBLIC. This privilege may be revoked and the SELECT privilege granted to individual users.

To grant the SELECT privilege on, for example, table columns in qsys2 schema, use the following statement:
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grant sel ect on qsys2.syscolums to hvruser;

Capture

HVR supports capturing changes from DB2 for i location. This section describes the configuration requirements for
capturing changes from DB2 for i location. For the list of supported DB2 for i versions, from which HVR can capture
changes, see Capture changes from location in Capabilities.

Table Types
HVR supports capture from the following table types in DB2 for i:

® Tables
® Physical files
® Source files

Log-Based Capture
HVR performs log-based capture from DB2 fo i location using the DISPLAY_JOURNAL table function.

® The user should have permission to select data from journal receivers. This can be achieved in two ways:

1. Create a user profile (e.g. hvruser) and assign the special authority (*ALLOBJ). For this, run the
following command from AS/400 console :

CRTUSRPRF USRPRF( HVRUSER) SPCAUT(* ALLOBJ)

2. If *ALLOBJ authority cannot be granted to the user (or if the user does not have *ALLOBJ authority),
then separate access rights should be given on each journal. For this, run the following commands
from AS/400 console.

a. Create a user profile (e.g. hvruser) :
CRTUSRPRF USRPRF( HVRUSER)
b. Grant the authority *USE on object (e.g. HVR) to user :
GRTOBJAUT OBJ(HVR) OBJTYPE(*LIB) USER(HVRUSER) AUT(*USE)
c. Grant the authority *USE and *OBJEXIST on journal (e.g. HYR/QSQJRN) to user :

GRTOBJAUT OBJ( HVR/ QGSQIRN) OBJTYPE(*JRN) USER( HVRUSER) AUT( * USE)

GRTOBJAUT OBJ(HVR/ QSQIRN) OBJTYPE(*JRN) USER( HVRUSER) AUT(* OBJEXI ST)
d. Grant the authority *USE on all journal receiver (e.g. HVR/*ALL) to user :

GRTOBJAUT OBJ(HVR/ *ALL) OBJTYPE(*JRNRCV) USER(HVRUSER) AUT(* USE)
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® Tables grouped in the same HVR channel should be using the same journal (Capture /LogJournal)

® All changes made to the replicated tables should be fully written to the journal receivers

® |IBM i Table attribute IMAGES should be set to *BOTH or *AFTER (supported only if ColumnProperties
/CaptureFromRowld and /SurrogateKey are defined, since HVR 5.7.0/0)

® To enable these settings for each replicated table the journaling needs to be stopped and started again with
the new settings. Example, for table TAB1_00001 in schema HVR:

ENDJRNPF FI LE( HVR/ TAB1_00001) JRN( HVR/ QSQIRN)
STRIRNPF FI LE( HVR/ TAB1_00001) JRN( HVR/ QSQIRN) | MAGES( * BOTH)

or

CHGIRNOBJ OBJ((HVR/ *ALL *FILE)) ATR(*| MAGES) | MAGES(*BOTH)

® |BM i Journal attribute MINENTDTA should be set to *NONE

® |IBM i Journal attribute RCVSIZOPT should contain either *MAXOPT3 or *MAXOPT2. When using *MAXOPT2,
it is recommended to define action Capture /LogJournalSysSeq. Otherwise, if action Capture
/LogJournalSysSeq is not defined and when the journal sequence numbers are reset, then HVR Initialize
should be run with Transaction Files and Capture Time (option -or) to reset the capture start sequence,
and if the target location is a database, also select option State Tables (option -0s) to reset the target state
tables. After executing HVR Initialize, optionally, run HVR Refresh to repair any changes from before the
new capture start that were missed.

A Action Capture /LogJournalSysSeq requires FIXLENDTA to contain *SYSSEQ.

® The journal receivers should not be removed before HVR has been able to process the changes written in
them.

® To enable these settings, run the following commands in the console. Example, for schema HVR running with
*MAXOPTS3:

CHGIRN JRN( HVR/ QGSQIRN) JRNRCV(* GEN) M NENTDTA( * NONE) RCVSI ZOPT( * MAXOPT3)
® For running with *MAXOPT2 and Capture /LogJournalSysSeq:

CHGIRN JRN( HVR/ QSQIRN) JRNRCV(*GEN) M NENTDTA(* NONE) RCVSI ZOPT( * MAXOPT2) FI XLENDTA
(* SYSSEQ

® When Action Capture /IgnoreSessionName is used, the name of the user making a change should be
logged. In that case, IBM i Journal attribute FIXLENDTA should contain *USR. Example, for schema HVR
running with *MAXOPT3:

CHGIRN JRN( HVR/ QGSQIRN) JRNRCV(*GEN) M NENTDTA(* NONE) RCVS| ZOPT(* MAXOPT3) FI XLENDTA
(*USR)

® For running with *MAXOPT2 and Capture /LogJournalSysSeq:
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The User should have permission to use the current schema (default library) and to create and drop HVR state
tables in it

grant createin, usage on schema current schema to hvruser
Alternatively, run the following command from AS/400 console:

GRTOBJAUT OBJ(HVR) OBJTYPE(*CURLI B) USER(HVRUSER) AUT(* CHANGE)

Compare and Refresh Source

HVR supports compare and refresh (source location) into DB2 for i location. This section describes the configuration
requirements for performing HVR Compare and HVR Refresh (source location) in DB2 for i location.

Grants for Compare and Refresh Source

The User should have permission to read replicated tables:

grant select on tbl to hvruser

Alternatively, run the following command from AS/400 console:

GRTOBJAUT OBJ(HVR/ *ALL) OBJTYPE(*FI LE) USER(HVRUSER) AUT(* USE)
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Requirements for DB2 for Linux, UNIX and Windows

Contents

Supported Editions
Prerequisites
Location Connection
Hub
® Grants for Hub
® Capture
® Table Types
® Log-based Capture
® Supplemental Logging
® |ntegrate and Refresh Target
® Burst Integrate and Bulk Refresh
® Compare and Refresh Source

This section describes the requirements, access privileges, and other features of HVR when using DB2 for Linux,
UNIX and Windows (LUW) for replication.

For the Capabilities supported by HVR on DB2 for Linux, UNIX and Windows, see Capabilities for DB2 for Linux,
UNIX and Windows.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly setup replication using DB2 for Linux, UNIX and Windows, see Quick Start for HVR - DB2 for LUW.

Supported Editions
HVR supports the following editions of DB2 for Linux, UNIX and Windows:

® Server Edition
® Advanced Enterprise Server Edition
® Express-C Edition

For information about compatibility and supported versions of DB2 for Linux, UNIX and Windows with HVR platforms,
see Platform Compatibility Matrix.

Prerequisites

HVR requires DB2 client to be installed on the machine from which HVR connects to DB2. The DB2 client should
have an instance to store the data required for the remote connection.

To setup the DB2 client, use the following commands to catalog the TCP/IP node and the remote database:
db2 catalog tcpip node nodename remote nodename server portnumber

db2 catalog database databasename at node nodename

To test the connection with DB2 server, use the following command:

db2 connect to databasename user username
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For more information about configuring DB2 client, refer to IBM Knowledge Center.

Location Connection
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This section lists and describes the connection details required for creating DB2 for Linux, UNIX and Windows
location in HVR. HVR uses SQL Call Level Interface to connect, read and write data to DB2 for Linux, UNIX and

Windows location.

O Mew Location

Location

Location

X

Description | DB2 for Linux, Unix and Windows location

Mode
Port
[SslRemoteCertificate

Class P
() oracle

() Ingres [ Vector(H)

O SQL Server

(@ DB2 Linux/Unix/Windo
() DB2 for i

() DB2 for z/0S

() PostgreSQL/Aurora
O MySQL/MariaDB/Auror
() HANA

() Teradata

() Snowflake

() Greenplum
() Redshift v

Connection Group Membership

|:| Connect to HVR on remote machine

Lagin

. . i
= | Password

Database Connection

INSTHOME  |/db2/9.7

DEEINSTANCE|d|:I2inst

Database |m},rtestdt|

User | hwruser

Password |llillili

Test Connection oK Cancel

Help

Field Description

Database Connection

INSTHOME The directory path of the DB2 installation.
Example: /db2/9.7

DB2INSTANCE The name of the DB2 instance.
Example: db2instl

Database The name of the DB2 database.
Example: mytestdb
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User The username to connect HVR to DB2 Database.
Example: hvruser

Password The password of the User to connect HVR to DB2 Database.

Hub

HVR allows you to create hub database in DB2 for Linux, UNIX and Windows. The hub database is a small database
which HVR uses to control its replication activities. This database stores HVR catalog tables that hold all
specifications of replication such as the names of the replicated databases, the list of replicated tables, and the
replication direction.

Grants for Hub

To capture changes from source database or to integrate changes into target database, the following privileges are
required:

® The User should have permission to create and drop HVR catalog tables.

grant createtab on database to user hvruser

Capture

HVR supports capturing changes from DB2 for Linux, UNIX and Windows. For the list of supported DB2 for Linux,
UNIX and Windows versions, from which HVR can capture changes, see Capture changes from location in
Capabilities.

Table Types
HVR supports capture from the following table types in DB2 for Linux, UNIX and Windows:

Regular Tables

Multidimensional Clustering (MDC) Tables

Insert Time Clustering (ITC) Tables

Uncompressed Tables

Row Compressed Tables (both static and adaptive)
Value Compressed Tables (both static and adaptive)

Log-based Capture

HVR uses the db2ReadlLog API to read the DB2 transaction logs. For this the database user needs to have
authorization SYSADM or DBADM.

Supplemental Logging

HVR supports supplemental logging for log-based capture from DB for Linux, UNIX and Windows.

Supplemental logging can be enabled while executing HVR Initialize by selecting option Supplemental Logging
(option -ol).

® Alternatively, executing the following command on replicated tables has the same effect.
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alter table tabl enane data capture changes include |ongvar col ums

@ To alter a table, the User should have one of the privileges ( alter , control or alterin ) or else the
User should have SYSADM or DBADM authority.

While executing HVR Initialize, if supplemental logging is enabled, HVR also executes (only if required by DB2 to
reorganize the tables for better performance) the following:

reorg tabl e tabl enanme

To enable "archive logging" in db2 , execute the following command:

db2 update db cfg for databasenane using |ogarchnethl | ogretain

db2 update db cfg for databasename using | ogarchneth2 off

@ The user executing this command should be part of SYSADM , SYSCTRL or SYSMAINT. This does not
have to be the HVR database user.

Integrate and Refresh Target

HVR supports integrating changes into DB2 for Linux, UNIX and Windows location. This section describes the
configuration requirements for integrating changes (using Integrate) into DB2 for Linux, UNIX and Windows location.
For the list of supported DB2 for Linux, UNIX and Windows versions, into which HVR can integrate changes, see
Integrate changes into location in Capabilities.

® The User should have permission to read and change replicated tables.

grant select on tbl to user hvruser
grant insert on tbl to user hvruser
grant update on tbl to user hvruser
grant delete on tbhl to user hvruser

® The User should have permission to load data.

grant | oad on database to user hvruser

® The User should have permission to create and drop HVR state tables.

grant createtab on database to user hvruser
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Burst Integrate and Bulk Refresh

HVR uses db2Load API for copying data to a target during bulk refresh and loading data into burst tables during
Integrate with /Burst.

Compare and Refresh Source

The User should have permission to read replicated tables

grant select on tbl to user hvruser
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Requirements for DB2 for z/OS

Since v5.5.5/6
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This section describes the requirements, access privileges, and other features of HVR when using 'DB2 for z/OS' for
replication. For information about compatibility and supported versions of DB2 for z/OS with HVR platforms, see
Platform Compatibility Matrix.

For the Capabilities supported by HVR on DB2 for z/OS, see Capabilities for DB2 for z/OS.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

HVR does not support the DB2 data sharing feature - Sysplex.

Introduction

To capture from DB2 for z/OS, HVR needs to be installed on a separate machine(either 64-bit Linux on Intel or 64-bit
Windows on Intel or 64-bit AIX on PowerPC) from which HVR will access DB2 on z/OS machine. Additionally,
the HVR stored procedures need to be installed on DB2 for z/OS machine for accessing DB2 log files. For steps to
install the stored procedures on DB2 for z/OS machine, refer to section Installing HVR Capture Stored Procedures on

DB2 for z/OS.

HVR requires 'DB2 Connect' for connecting to DB2 for z/OS.

Source Location

Logs

IFI 306

DB2 Connect
Stored + HVR <
Procedures
AIX' fLinux” /Windows”

|
I
I
I
i
i
i
i
i
I
I
I
I
|
|
|
|
|
I
I
I
I
|
|
|
|
|
|
|
|
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Prerequisites for HYR Machine

HVR requires DB2 client or DB2 server or DB2 Connect to be installed on the machine from which HVR connects to
DB2 on z/OS. The DB2 client should have an instance to store the data required for the remote connection.

To setup the DB2 client or DB2 server or DB2 Connect, use the following commands to catalog the TCP/IP node and

the remote database:

db2 catal og tcpi p node nodenane renote hostnane server portnunber
db2 cat al og dat abase dat abasenane at node nodenane

® nodename is the local nickname for the remote machine that contains the database you want to

catalog.
® hostname is the name of the host/node where the target database resides.
® databasename is the name of the database you want to catalog.

For more information about configuring DB2 client or DB2 server or DB2 Connect, refer to IBM
documentation.

To test the connection with DB2 server on the z/OS machine, use the following command:

db2 connect to databasenanme user usernane

Location Connection

This section lists and describes the connection details required for creating DB2 for z/OS location in HVR. HVR
connects, reads and writes data to DB2 for Linux, UNIX and Windows location using SQL Call Level Interface via

db2Connect.
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Location

Location dbz

@ MNew Location

Description | DB2 for /05 location

MNode

Port

(@ DB2 for z/0S

Connection Group Membership

[] Connect to HVR on remote machine

Login

'y

= | Password

/SsIRemoteCertificate

/CloudLicense
Class » — Database Connection
(O oracle INSTHOME | /db2/105 |l
() Ingres / Vector(H) DBZINSTANCE| mydb2inst |
O saL server Database |mydh2a|ias |
(O DB2 LinwqUnbyWindoy .- [hvruser |
() DB2 for i |

Password |lllllllllllllll

O PostgreSQL/Aurora
O WySQL/MariaDB/Auror

() HANA
() Teradata
() snowflake
O Greenplum
() Redshift v
Test Connection Cancel Help
Field Description

Database Connection

INSTHOME
DB2INSTANCE
Database

User

Password

Capture

The directory path of the DB2 installation on HVR machine.
Example: /db2/11.1

The name of the DB2 instance.
Example: mydb2inst

The database alias for DB2 for z/OS.
Example: mydb2alias

The username to connect HVR to Database.
Example: hvruser

The password of the User.

HVR supports capturing changes from DB2 for z/OS. This section describes the configuration requirements for
capturing changes from DB2 for z/OS location. For the list of supported DB2 for z/OS versions, from which HVR can
capture changes, see Capture changes from location in Capabilities.

HVR uses IFI 306 via HVR stored procedures to capture data from DB2 for z/OS locatioin.
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Table Types
HVR supports capture from the following table types in DB2 for z/OS:

® Regular Tables
® Compressed Tables
® Partitioned Tables

Grants for Capture
The following grants are required for capturing changes from DB2 for z/OS:

1. To create stored procedures, the User must be granted createin privilege on the schema.
grant createin on schema myschenma to aut hid;
2. To read information from the transaction log, the User must be granted monitor2 privilege.

grant nonitor2 to hvruser;

3. To execute stored procedures created by the authid user, the User must be granted execute on procedure
privilege for the stored procedures - hvr.hvrcaplg and hvr.hvrcapnw.

grant execute on procedure hvr. hvrcaplg to hvruser;
grant execute on procedure hvr. hvrcapnw to hvruser;

4. To fetch information about the DB2 for z/OS installation, the User must be granted select privilege for the
following SYSIBM tables.

grant select on table sysibm sysauxrels to hvruser;
grant select on table sysibm syscolauth to hvruser;
grant select on table sysibm syscolums to hvruser;
grant select on table sysibm sysdatabase to hvruser;
grant select on table sysibm sysforei gnkeys to hvruser;
grant select on table sysibm sysi ndexes to hvruser;
grant select on table sysibm syskeys to hvruser;
grant select on table sysibm sysparnms to hvruser;
grant select on table sysibmsysrels to hvruser;
grant select on table sysibmsysroutines to hvruser;
grant select on table sysibm syssynonyns to hvruser;
grant select on table sysibm systabauth to hvruser;
grant select on table sysibm systablepart to hvruser;

grant select on table sysibmsystables to hvruser;
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Supplemental Logging

Supplemental logging can be enabled by defining action HVR Initialize /Supplemental Logging or by using the
command hvrinit -ol.

To enable supplemental logging, the User should be either owner of the replicated tables or have DBADM or
SYSADM or SYSCTRL authority.

Alternatively, executing the following command on replicated tables has the same effect:

alter table tabl ename data capture changes;

Integrate and Refresh Target

HVR supports integrating changes into DB2 for z/OS location. This section describes the configuration requirements
for integrating changes (using Integrate and Refresh ) into DB2 for z/OS location. For the list of supported DB2 for z
/OS versions, into which HVR can integrate changes, see Integrate changes into location in Capabilities.

Grants for Integrate and Refresh Target
The following grants are required for integrating changes into DB2 for z/OS:

1. To read and change the replicated tables, the User must be granted select, insert, update, and delete
privileges.

grant select, insert, update, delete on table nyschena.nytable to hvruser;
2. To create and drop HVR state tables, the User must be granted createtab privilege.
grant createtab on database nydat abase to hvruser;

3. To fetch information about the DB2 for z/OS installation, the User must be granted select privilege for the
following SYSIBM tables:
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gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant
gr ant

gr ant

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

sel ect

on

on

on

on

on

on

on

on

on

on

on

on

on

on

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

tabl e

sysi bm sysauxrel s to hvruser;
sysi bm syscol auth to hvruser;
sysi bm syscol uims to hvruser;
sysi bm sysdat abase to hvruser;
sysi bm sysf or ei gnkeys to hvruser;
sysi bm sysi ndexes to hvruser;
sysi bm syskeys to hvruser;

sysi bm sysparns to hvruser;
sysi bm sysrels to hvruser;

sysi bm sysroutines to hvruser;
sysi bm syssynonyns to hvruser;
sysi bm systabauth to hvruser;
sysi bm syst abl epart to hvruser;

sysi bm systabl es to hvruser;

Compare and Refresh Source

195

HVR supports compare and refresh (source location) in DB2 for z/OS location. This section describes the
configuration requirements for performing HVR Compare and HVR Refresh (source location) in DB2 for z/OS

location.

Grants for Compare and Refresh Source

The following grant is required for performing HVYR Compare and HVR Refresh (source location) in DB2 for z/OS:

To read from the replicated tables, the User must be granted select privilege.

grant select on table nmyschema.nytable to hvruser;
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Installing HVR Capture Stored Procedures on DB2 for z
[0S

This section describes the process of installing the HVR capture stored procedures on DB2 for z/OS machine needed for
accessing DB2 log files. During change data capture (CDC) replication, HVR calls the external stored procedures that
will extract the information from DB2 log files using the IFI 306 interface.

To install the stored procedures on DB2 for z/OS machine, follow the steps listed below.
1. Allocate sequential data sets

The stored procedures are designed to store the compiled logic and are put in sequential data sets using z/OS
command XMIT. The stored procedures need to be copied to the z/OS machine, from which capture is performed, and
unpacked using z/OS command RECEIVE.

The sequential data sets should be allocated first using the following JCL script.

Note that the HLQ in the script IBMUSER.HVR) has to be adapted to the required one on your system.

/ | HVRALLOC JOB, ZHERO, CLASS=A, MSGCLASS=X, NOTI FY=&SYSUI D
/1 ALLOC EXEC PGVEI EFBR14

/ 1 HVRCNTL DD DSN=l BMUSER HVR. CNTL. SEQ

/ | DCB=( RECFM=FB, LRECL=80, BLKS| ZE=3120, DSORG=PS) ,
/1 SPACE=( CYL, (5, 2)), DI SP=(, CATLG)

/ | HVRDBRM DD DSN=I BMUSER. HVR. DBRM SEQ

/ | DCB=( RECFM=FB, LRECL=80, BLKS| ZE=3120, DSORG=PS) ,
/1 SPACE=( CYL, (5, 2)), DIl SP=(, CATLG

/1 HVRLOAD DD DSN=l BMUSER HVR. LOADLI B. SEQ

/ | DCB=( RECFM=FB, LRECL=80, BLKS| ZE=3120, DSORG=PS) ,
/1 SPACE=( CYL, (5, 2)), Dl SP=(, CATLG)

/ 1 HVRPROC DD DSN=I BMUSER HVR. PROCLI B. SEQ

/ | DOB=( RECFM=FB, LRECL=80, BLKS| ZE=3120, DSORG=PS) ,
/| SPACE=( CYL, (5, 2)), DI SP=(, CATLG)

/ *

This should allocate the following data sets:

* HLQ.CNTL.SEQ
* HLQ.DBRM.SEQ
* HLQ.LOADLIB.SEQ
* HLQ.PROCLIB.SEQ

2. Transfer the sequential data set contents to the z/OS machine
To transfer the sequential data sets to the DB2 for z/OS machine, use the binary transfer.

For example, using ftp:

ftp <host nane>

ftp> bin

ftp> cd <HLQ>

ftp> put CNTL. SEQ
ftp> put DBRM SEQ
ftp> put LOADLI B. SEQ
ftp> put PROCLIB. SEQ

This should populate the following data sets:

HLQ.CNTL.SEQ
HLQ.DBRM.SEQ
HLQ.LOADLIB.SEQ
HLQ.PROCLIB.SEQ
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3. Receive the sequential data sets creating the actual data sets required by HVR
This can be done using the following JCL script.

Note that the HLQ in the script IBMUSER.HVR) has to be adapted for your system.

/1 HVRRCV JOB , ZHERO, CLASS=A, MSGCLASS=X, NOTI FY=&SYSUI D
/11 KICMD EXEC PGMEl KJEFTO1

/1 SYSPRI NT DD SYSOUT=*

/1 SYSTSPRT DD SYSOUT=*

/1 SYSTSIN DD *

RECEI VE | NDS (' | BMUSER. HVR. CNTL. SEQ )
DA(' | BMUSER. HVR. CNTL' )

RECEI VE | NDS (' | BMUSER. HVR. DBRM SEQ )
DA(' | BMUSER. HVR. DBRM )

RECEI VE | NDS (' | BMUSER. HVR. LOADLI B. SEQ )
DA(' | BMUSER. HVR. LOADLI B' )

RECEI VE | NDS (' | BWUSER. HVR. PROCLI B. SEQ )
DA(' | BMUSER. HVR. PROCLI B' )

/ *

This should create the following data sets:

* HLQ.CNTL
* HLQ.DBRM
* HLQ.LOADLIB
* HLQ.PROCLIB

4. APF authorize HLQ.LOADLIB

HLQ.LOADLIB should be added to the APF authorized library list.

5. Set Up Dedicated WLM Environment for HVR
For HVR to capture changes from DB2 on z/OS, the following are required on the z/OS machine:

® The loadlib (PDSE) authorized by the Authorized Program Facility (APF).
® HVR uses stored procedures that must run in a Workload Manager (WLM) environment. It is recommended to
use a dedicated WLM environment for HVR (e.g. HVRWLM).

® The WLM environment should have an APF authorized address space.
® The recommended value for parameters while setting up the WLM environment for stored procedures are:

® For an HVR dedicated WLM environment - TIME=NOLIMIT, NUMTCB=1 (indicates one task per address

space)

® For a shared WLM environment - TIME=NOLIMIT, NUMTCB= a value between 10 and 40.
® The Resource Recovery Services (RRS) should be active to run HVR's WLM managed stored procedures. The
user ID that is associated with the WLM-established stored procedures address space must be authorized to run
Recoverable Resource Manager Services Attachment Facility (RRSAF) and is associated with the ssnm.RRSAF
profile.
The Language Environment (LE) should be active for running C.
To read the System Management Facility (SMF) log records, it is required to use the privileged API IFI IFCID 306.
Trace for IFCID 306 should be active.
Permission to CONNECT to the DB2 subsystem from the HVR machine.

6. Adapt HLQ.CNTL(HVRCAP) (uploaded as part of .SEQ files)
This JCL script is used to create HVR's stored procedures. It needs to be adapted to your system:

IBMUSER.HVR needs to be replaced with the actual HLQ used.

DBBG needs to be replaced with the name of the actual DB2 installation.

HVRWLM needs to be replaced with the name of the actual WLM going to be used.
HVRUSER needs to be replaced with the name of z/OS user used by HVR to connect to DB2.
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Requirements for FTP, SFTP, and SharePoint WebDAV

Contents

General

FTPS, WebDAV: Server Authentication
FTPS, WebDAYV: Client Authentication
SFTP: Server Authentication

SFTP: Client Authentication

WebDAV: Versioning

General

HVR supports different kinds of file locations; regular ones (a directory on a local file system), FTP file locations, SFTP
file locations, and WebDAV file locations (this is the protocol used by HVR to connect to Microsoft SharePoint).

Generally, the behavior of HVR replication is the same for all of these kinds of file locations; capture is defined with
action Capture and integration is defined with Integrate. All other file location parameters are supported and behave
normally.

If HVR will be using a file protocol to connect to a file location (e.g. FTP, SFTP or WebDAYV), it can either connect with
this protocol directly from the hub machine, or it first connects to a remote machine with HVR's own remote protocol and
then connect to the file location from that machine (using FTP, SFTP or WebDAV).

A small difference is the timing and latency of capture jobs. Normal file capture jobs check once a second for new files,
whereas if a job is capture from a non local file location, then it only checks every 10 seconds. Also if Capture is defined
without /DeleteAfterCapture, then the capture job may have to wait for up to a minute before capturing new files; this is
because these jobs rely on comparing timestamps, but the file timestamps in the FTP protocol have a low granularity
(minutes not seconds).

A proxy server to connect to FTP, SFTP or WebDAV can be configured with action LocationProperties /Proxy.

HVR uses the cURL library to communicate with the file systems.

FTPS, WebDAYV: Server Authentication

FTP and WebDAYV support certificates for authentication. These are held in the certificate directory $HVR_HOME/lib/cert
(see section Files in Hvr). The following files are included or can be easily created:

® ca-bundle.crt: Used by HVR to authenticate SSL servers (FTPS, secure WebDAV, etc). It can be overridden by
creating new file host .pub_cert in this same certificate directory. No authentication is done if neither file is found.
Delete or move both files to disable FTPS authentication. This file can be copied from e.g. /usr/share/ssl/certs
/ca—bundle.crt on Unix/Linux.

® host .pub_cert: Used to override ca-bundle.crt for server verification for host .
FTP connections can be unencrypted or they can have three types of encryption; this is called FTPS, and should
not be confused with SFTP. These FTPS encryption types are SSL/TLS implicit encryption (standard port: 990),
SSL explicit encryption and TLS explicit encryption (standard port: 21).

Note that if the FTP/SFTP connection is made via a remote HVR machine, then the certificate directory on the remote
HVR machine is used, not the one on the hub machine.

FTPS, WebDAV: Client Authentication

Normally, clients (HVR) are authenticated using a username and password. In addition to this, you can use client-side
SSL certificates.

To set this up, you need to have a public/private key pair in PEM format. Place them in $HVR_HOME/lib/cert as: client.
pub_cert and client.priv_key, and add the environment variables to a file location:

® Environment /Name=HVR_SSL_CLIENT_CERT /Value= client .pub_cert
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® Environment /Name=HVR_SSL_CLIENT_KEY /Value= client .priv_key
If you have a password/phrase on your key, set:

® Environment /Name=HVR_SSL_CLIENT_KEY_PASSWD /Value= passwd
You can encrypt this password for HVR by running:

$ hvrcrypt client passwd
* |f you have a PKCS#12 or PFX file, you can convert it to PEM format using openssil:

$ openssl pkcsl2 -in cert.pl2 -clcerts -nokeys -out client.pub_cert
$ openssl pkcsl2 -in cert.pl2 -nocerts -out client.priv_key

SFTP: Server Authentication

A file (named $HVR_CONFIG/files/known_hosts ) is used internally during SFTP connections. It is updated the first
time HVR connects to reach the SFTP machine. On Unix or Linux this file can be initialized by copying it from $HOME/.
ssh/known_hosts.

Note that if the FTP/SFTP connection is made via a remote HVR machine, then the certificate directory on the remote
HVR machine is used, not the one on the hub machine.

SFTP: Client Authentication

Normally, clients (HVR) are authenticated using a username and password. Instead of this, you can use client-side keys.
To set this up, you need to have a public/private key pair. Place them in $HVR_HOME/lib/cert, and add the environment
variables to a file location:

® Environment /Name=HVR_SSH_PUBLIC_KEY /Value= client.pub
® Environment /Name=HVR_SSH_PRIVATE_KEY /Value= client
If you have a password/phrase on your private key, you can set it in the password field of the location.

You can generate keys using:

$ ssh-keygen -f client

WebDAYV: Versioning

HVR can replicate to and from a WebDAYV location which has versioning enabled. By default, HVR's file integrate will
delete the SharePoint file history, but the file history can be preserved if action LocationProperties /StateDirectory is
used to configure a state directory (which is the then on the HVR machine, outside SharePoint). Defining a
/StateDirectory outside SharePoint does not impact the 'atomicity' of file integrate, because this atomicity is already
supplied by the WebDAV protocol.
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Requirements for Google Cloud Storage

Since v5.6.5/2

Contents

® | ocation Connection
®* Hive ODBC Connection
® SSL Options

This section describes the requirements, access privileges, and other features of HVR when using Google Cloud
Storage (GCS) for replication. For information about compatibility and support for Google Cloud Storage with HVR
platforms, see Platform Compatibility Matrix.

For the capabilities supported by HVR, see Capabilities.

Location Connection

This section lists and describes the connection details required for creating Google Cloud Storage location in HVR.
HVR uses GCS S3-compatible API (cURL library) to connect, read and write data to Google Cloud Storage during
capture, integrate (continuous), refresh (bulk) and compare (direct file compare).
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Field Description
Google Cloud Storage

Secure Connection The type of security to be used for connecting HVR to Google Cloud Storage Server.
Available options:

® Yes (https) (default): HVR will connect to Google Cloud Storage Server using
HTTPS.
®* No (http): HVR will connect to Google Cloud Storage Server using HTTP.

GCS Bucket The IP address or hostname of the Google Cloud Storage bucket.
Example: mygcs_bucket

Directory The directory path in GCS Bucket which is to be used for replication.
Example: /myserver/hvr/gcs

Authentication

HMAC The HMAC authentication mode for connecting HVR to Google Cloud Storage by
using the Hash-based Message Authentication Code (HMAC) keys (Access key and
Secret). For more information, refer to HMAC Keys in Google Cloud Storage documen
tation.

Access Key The HMAC access ID of the service account to connect HVR to the Google Cloud
Storage. This field is enabled only when the authentication mode is HMAC.
Example: GOOG2EIWQKJJO6C4AR5WKCXU3TUEVHZ4LQLGO67UJRVGY6A

Secret The HMAC secret of the service account to connect HVR to the Google Cloud Storage
. This field is enabled only when the authentication mode is HMAC.

OAuth The OAuth 2.0 protocol based authentication for connecting HVR to Google Cloud
Storage by using the credentials fetched from the environment variable GOOGLE_AP
PLICATION_CREDENTIALS. For more information about configuring this
environment variable, see Getting Started with Authentication in Google Cloud Storage
documentation.

Explicit credentials file The OAuth 2.0 protocol based authentication for connecting HVR to Google Cloud
Storage by using the service account key file (JSON). This field is enabled only when
the authentication mode is OAuth. For more information about creating service
account key file, see Authenticating With a Service Account Key File in Google Cloud
Storage documentation.

Hive External Tables Enable/Disable Hive ODBC connection configuration for creating Hive external tables
above Google Cloud Storage.

Hive ODBC Connection

HVR uses the Hive ODBC driver to connect to Hive for creating Hive external tables above Google Cloud Storage to
perform hvrcompare with files that reside on Google Cloud Storage. You can enable/disable the Hive configuration
for Google Cloud Storage in the New Location screen using the Hive External Tables field.

Field Description
Hive ODBC Connection
Hive Server Type The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.
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Service Discovery Mode The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

Host(s) The hostname or IP address of the Hive server.
When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format [ZK_Host1]:[ZK_Port1],[ZK_Host2]:[ZK_Port2], where [ZK_Host] is
the IP address or hostname of the ZooKeeper server and [ZK_Port] is the TCP port
that the ZooKeeper server uses to listen for client connections.
Example: hive-host

Port The TCP port that the Hive server uses to listen for client connections. This field is
enabled only if Service Discovery Mode is No Service Discovery.
Example: 10000

Database The name of the database schema to use when a schema is not explicitly specified in
a query.
Example: mytestdb

ZooKeeper Namespace The namespace on ZooKeeper under which Hive Server 2 nodes are added. This field
is enabled only if Service Discovery Mode is ZooKeeper.

Authentication

Mechanism The authentication mode for connecting HVR to Hive Server 2. This field is enabled
only if Hive Server Type is Hive Server 2. Available options:

®* No Authentication (default)
® User Name

® User Name and Password

® Kerberos

® Windows Azure HDInsight Service Since v5.5.02

User The username to connect HVR to Hive server. This field is enabled only if Mechanism
is User Name or User Name and Password.
Example: dbuser

Password The password of the User to connect HVR to Hive server. This field is enabled only if
Mechanism is User Name and Password.

Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.
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Thrift Transport

Since v5.5.0/2

HTTP Path
Since v5.5.0/2
Linux / Unix

Driver Manager Library

ODBCSYSINI

ODBC Driver

SSL Options

SSL Options

The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:

® Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

® SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

® HTTP (This option is not available if Mechanism is User Name.)

@ For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.

The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib

The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc

The user defined (installed) ODBC driver to connect HVR to the Hive server.

Show SSL Options.

@ ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
S5L Private Key
Client Private Key Password

oK Cancel

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL

certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.
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SSL Public Certificate

SSL Private Key

Client Private Key
Password

205

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.

The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

The password of the private key file that is specified in SSL Private Key. This field
is enabled only if Two-way SSL is selected.
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Requirements for Greenplum

Contents

® ODBC Connection
® Location Connection
® Integrate and Refresh Target
® Burst Integrate and Bulk Refresh
® Grants for Compare, Refresh and Integrate

This section describes the requirements, access privileges, and other features of HVR when using Greenplum for
replication. For information about compatibility and supported versions of Greenplum with HVR platforms, see
Platform Compatibility Matrix.

For the Capabilities supported by HVR on Greenplum, see Capabilities for Greenplum.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly setup replication using Greenplum, see Quick Start for HVR - Greenplum.

ODBC Connection

HVR is not required on any of the nodes of the Greenplum cluster. It can be installed on a standalone machine, from
which it connects to the Greenplum cluster. HVR requires the DataDirect Connect XE ODBC driver for Greenplum
installed (on the machine from which HVR connects to a Greenplum server). HVR only supports the ODBC driver
version from 7.1.3.99 to 7.1.6.

Location Connection

This section lists and describes the connection details required for creating Greenplum location in HVR.
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() HDF5
() s3

@® New Location ot
Location
Location
Descriptinn|Greeanum location

Connection Group Membership

|:| Connect to HVR. on remote machine

Mode Login

Port = | Password

[SslRemoteCertificate

() MysQL/MariaDB/Auror ~ ~ Database Connection
O HANA Node | gp430 |
O Teradata Port 5432 S
() snowflake Database |sﬁ:|eclilz |
@ Greenplum User |hvruser |
(O Redshift Password ||uu |
() Hive ACID Linu / Unix
() File / FTP / Sharepaint Driver Manager Lihrar}r| |
(O Azure DLS ODBCINST | [
O Azure Blob Fs ODBC Driver| [--

() salesforce
i Kafka v

Test Connection oK Cancel Help
Field Description

Database Connection

Node

Port

Database

User

Password
Linux / Unix

Driver Manager Library

ODBCINST

The hostname or ip-address of the machine on which the Greenplum server is running.

Example: gp430

The port on which the Greenplum server is expecting connections.
Example: 5432

The name of the Greenplum database.
Example: sfdec02

The username to connect HVR to the Greenplum Database .
Example: hvruser

The password of the User to connect HVR to the Greenplum Database .

The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/Progress/DataDirect/Connect64_for_ODBC_71/lib

The directory path where odbcinst.ini file is located.
Example: /opt/Progress/DataDirect/Connect64_for_ ODBC_71/odbcinst.ini
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ODBC Driver The user defined (installed) ODBC driver to connect HVR to the Greenplum server.

Integrate and Refresh Target

HVR supports integrating changes into a Greenplum location. This section describes the configuration requirements
for integrating changes (using Integrate and refresh) into Greenplum location. For the list of supported Greenplum
versions, into which HVR can integrate changes, see Integrate changes into location in Capabilities.

HVR uses DataDirect Connect XE ODBC driver to write data to Greenplum during continuous Integrate and row-
wise Refresh. However, the preferred methods for writing data to Greenplum is Integrate with /Burst and Bulk
Refresh using staging as they provide better performance.

Burst Integrate and Bulk Refresh

While HVR Integrate is running with parameter /Burst and Bulk Refresh, HVR can stream data into a target
database straight over the network into a bulk loading interface specific for each DBMS (e.g. direct-path-load in
Oracle), or else HVR puts data into a temporary directory (‘staging file') before loading data into a target database.

For best performance, HVR performs Integrate with /Burst and Bulk Refresh into Greenplum using staging files and
the Greenplum Parallel File Distribution (gpfdist) server. To use the gpfdist server for bulk loading operations,
ensure that gpfdist is configured on the machine from which HVR will connect to Greenplum.

HVR implements Integrate with /Burst and Bulk Refresh (with file staging) into Greenplum as follows:

1. HVR first writes data into a temporary file in a staging directory on the machine where HVR connects to
Greenplum. This directory does not have to be on the Greenplum database machine. The temporary file is
written in the .csv format and is compressed.

2. HVR then uses Greenplum SQL ‘copy' command to pull the compressed data from gpfdist:// or gpfdists://
directory into a target table. This requires that a special Greenplum ‘external table’ exists for each target table
that HVR loads data into. HVR will create these tables with names having the following patterns *__x’ or*__bx".

To perform Integrate with /Burst and Bulk Refresh, define action LocationProperties on a Greenplum location with
the following parameters:

® /StagingDirectoryHvr: the location where HVR will create the temporary staging files. This should be the -d
(directory) option of the gpfdist server command.

® /StagingDirectoryDb: the location from where Greenplum will access the temporary staging files. This should
be set to gpfdist: //<hostname>:<port> where hostname is the name of the machine used to connect to
Greenplum and port is the -p (http port) option of the gpfdist server command.

Example of a gpfdist command line in Linux & Unix:

/opt/gpfdist-4.3.0/gpfdist -p 33333 -d /hone/hvr/tsuite_staging -l /home/hvr/staging
/gpfdist.log -m 10485760

On Windows, gpfdist is a service and the values can be retrieved from the "Path to Executable" in the properties
dialog of the service.

Grants for Compare, Refresh and Integrate

The User should have the following privileges:

grant connect and create table on the database
grant select, insert, update, delete on replicated tables

If User needs to change tables which are in another schema (using action TableProperties /Schema=myschema)
then the following grants are needed:
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grant usage on myschema to hvruser ;

When HVR Refresh is used to create the target tables, the following privilege is also needed:

grant create on nyschema to hvruser

HVR's internal tables, like burst and state-tables, will be created in schema public.

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 210

Requirements for HANA

Contents

ODBC Connection
Location Connection
Connecting to Remote HANA Location from Hub
Capture
® Table Types
® Grants for Capture
® Configuring Log Mode and Transaction
Archive Retention Requirements
¢ Archive Log Only Method
® OS Level Permissions or Requirements
® Channel Setup Requirements
® Integrate and Refresh Target
® Grants for Integrate and Refresh Target
® Burst Integrate and Bulk Refresh
® Grants for Burst Integrate and Bulk
Refresh
® Compare and Refresh Source
® Grants for Compare and Refresh Source

This section describes the requirements, access privileges, and other features of HVR when using SAP HANA for
replication. For information about compatibility and supported versions of HANA with HVR platforms, see Platform
Compatibility Matrix.

For the Capabilities supported by HVR on HANA, see Capabilities for HANA.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly setup replication into HANA, see Quick Start for HVR - HANA.

ODBC Connection

HVR requires that the HANA client (which contains the HANA ODBC driver) to be installed on the machine from
which HVR connects to HANA. HVR uses HANA ODBC driver to connect, read and write data to HANA.

HVR does not support integrating changes captured from HANA into databases where the distribution key cannot be
updated (e.g. Greenplum, Azure Synapse Analytics).

Location Connection

This section lists and describes the connection details required for creating HANA location in HVR.
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@® New Location X
Location
Location
Description | HANA location
Connection Group Membership
[] Connect to HVR on remote machine
Mode Login
Fort = | Password
/SsIRemoteCertificate
/CloudLicense
() MySQL/MariaDB/Auror ~  Database Connection
@ HANA Node | myhananode |
() Teradata Mode Single container -
() snowflake Instance Number |90 2
() Greenplum Part 39015 S
(O Redshift Database
(O Hive ACID User |hvruser |
O File / FTP [/ Sharepoini Password |""" |
() Azure DLS Linux
() Azure Blob FS Driver Manager Library| L
O HDFs ODBCSYSINI | >
O s3 ODBC Driver | [
O Salesforce
O Kafka b
Test Connection Cancel Help
Field Description

Database Connection

Node

Mode

Instance Number

Port

Database

The hostname or ip-address of the machine on which the HANA server is running.
Example: myhananode

The mode for connecting HVR to HANA server. Available options:

® Single-container

Multiple containers - Tenant database

Multiple containers - System database

Manual port selection - This option is used only if database Port needs to be
specified manually.

The database instance number.
Example: 90

The port on which the HANA server is expecting connections. For more information
about TCP/IP ports in HANA, refer to SAP Documentation
Example: 39015

The name of the specific database in a multiple-container environment. This field is

enabled only if the Mode is either Multiple containers - Tenant database or Manual
port selection.
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User The username to connect HVR to the HANA Database.
Example: hvruser

Password The password of the User to connect HVR to the HANA Database.
Linux

Driver Manager Library The directory path where the Unix ODBC Driver Manager Library is installed. For a
default installation, the ODBC Driver Manager Library is available at /usr/lib64 and
does not need to specified. When UnixODBC is installed in for example /opt
/unixodbc-2.3.1 this would be /opt/unixodbc-2.3.1/lib

ODBCSYSINI The directory path where odbc.ini and odbcinst.ini files are located. For a default
installation, these files are available at /etc and does not need to be specified. When
UnixODBC is installed in for example /opt/unixodbc-2.3.1 this would be /opt
/unixodbc-2.3.1/etc. The odbcinst.ini file should contain information about the
HANA ODBC Driver under heading [HDBODBC] or [HDBODBC32].

ODBC Driver The user defined (installed) ODBC driver to connect HVR to the HANA database. If
the user does not define the ODBC driver in the ODBC Driver field, then HVR will

automatically load the correct driver for your current platform: HDBODBC (64-bit) or H
DBODBC32 (32bit).

Connecting to Remote HANA Location from Hub

HVR allows you to connect from a hub machine to a remote HANA database by using any of the following two
methods:

1. Connect to an HVR installation running on the HANA database machine using HVR's protocol on a special
TCP port number (e.g. 4343). This option must be used for log-based capture from HANA.

2. Use ODBC to connect directly to a HANA database remotely. In this case no additional software is required to
be installed on the HANA database server itself. This option cannot be used for log-based capture from HANA
database.

Capture

HVR only supports capture from HANA on Linux.

For the list of supported HANA versions, from which HVR can capture changes, see Capture changes from location
in Capabilities.

Table Types

HVR supports capture from column-storage tables in HANA.

Grants for Capture
The following grants are required for capturing changes from HANA:
® To read from tables which are not owned by HVR User (using TableProperties/Schema), the User must be
granted select privilege.

grant select on tbl to hvruser

® The User should also be granted select permission from some system table and views. In HANA, however, it
is impossible to directly grant permissions on system objects to any user. Instead, special wrapper views
should be created, and User should be granted read permission on this views. To do this:
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[EEN

. Connect to the HANA database as user SYSTEM.
. Create a schema called _HVR.

N

create schema HVR

3. Grant SELECT privilege on this schema to User.

grant select on schema _HVR to hvruser;

B

Execute the hvrhanaviews.sql script from the $HVR_HOME/sql/hana directory.
This will create a set of views that HVR uses to read from system dictionaries on HANA.

Configuring Log Mode and Transaction Archive Retention Requirements

For HVR to capture changes from HANA, the automatic backup of transaction logs must be enabled in HANA.
Normally HVR reads changes from the 'online' transaction log file, but if HVR is interrupted (say for 2 hours) then it
must be able to read from transaction log backup files to capture the older changes. HVR is not interested in full
backups; it only reads transaction log backup file.

To enable automatic log backup in HANA, the log mode must be set to normal. Once the log mode is changed from
overwrite to normal, a full data backup must be created. For more information, search for Log Modes in SAP HANA
Documentation.

The log mode can be changed using HANA Studio. For detailed steps, search for Change Log Modes in SAP HANA
Documentation. Alternatively, you can execute the following SQL statement:

ALTER SYSTEM ALTER CONFI GURATION ('global.ini', 'SYSTEM) SET ('persistence',
"l og_node') = 'normal' W TH RECONFI GURE;

Transaction log (archive) retention: If a backup process has already moved these files to tape and deleted them,
then HVR's capture will give an error and a refresh will have to be performed before replication can be restarted. The
amount of ‘retention' needed (in hours or days) depends on organization factors (how real-time must it be?) and
practical issues (does a refresh take 1 hour or 24 hours?).

When performing log-shipping (Capture /ArchiveLogOnly), file names must not be changed in the process because
begin-sequence and timestamp are encoded in the file name and capture uses them.

Archive Log Only Method

The Archive Log Only mode can be used for capturing changes from HANA. This allows the HVR process to reside
on machine other than that on which HANA DBMS resides and read changes from backup transaction log files that
may be sent to it by some file transfer mechanism.

HVR must be configured to find these files by defining action Capture with parameters /ArchiveLogOnly,
/ArchiveLogPath, and /ArchiveLogFormat (optional).

The Archive Log Only method will generally expose higher latency than non-Archive Log Only method because

changes can only be captured when the transaction log backup file is created. The Archive Log Only method
enables high-performance log-based capture with minimal OS privileges, at the cost of higher capture latency.
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OS Level Permissions or Requirements

To capture from HANA database, HVR should be installed on the HANA database server itself, and HVR remote
listener should be configured to accept remote connections. The Operating System (OS) user the HVR is running
under should have READ permission on the HANA database files. This can typically be achieved by adding this user
to the sapsys user group.

Channel Setup Requirements

It is not possible to enable 'supplemental logging' on HANA. This means that the real key values are not generally
available to HVR during capture. A workaround for this limitation is capturing the Row ID values and use them as a
surrogate replication key.

The following two additional actions should be defined to the channel, prior to using Table Explore (to add tables to
the channel), to instruct HVR to capture Row ID values and to use them as surrogate replication keys.

Locati Action Annotation
on

Source  ColumnProperties /Name=hvr_rowid /Captur = This action should be defined for capture locations

eFromRowld only.
* ColumnProperties /Name=hvr_rowid /Surrog This action should be defined for both capture and
ateKey integrate locations

Integrate and Refresh Target

HVR supports integrating changes into HANA location. This section describes the configuration requirements for
integrating changes (using Integrate and refresh) into HANA location. For the list of supported HANA versions, into
which HVR can integrate changes, see Integrate changes into location in Capabilities.

HVR uses HANA ODBC driver to write data to HANA during continuous Integrate and row-wise Refresh. For the
method used during Integrate with /Burts and Bulk Refresh, see section 'Burst Integarte and Bulk Refresh' below.

Grants for Integrate and Refresh Target

® The User should have permission to read and change replicated tables

grant select, insert, update, delete on tbl to hvruser

® The User should have permission to create and alter tables in the target schema

grant create any, alter on schema schenma to hvruser
® The User should have permission to create and drop HVR state tables

Burst Integrate and Bulk Refresh

While HVR Integrate is running with parameter /Burst and Bulk Refresh, HVR can stream data into a target
database straight over the network into a bulk loading interface specific for each DBMS (e.g. direct-path-load in
Oracle), or else HVR puts data into a temporary directory (‘staging file") before loading data into a target database.

For best performance, HVR performs Integrate with /Burst and Bulk Refresh on HANA location using staging files.

HVR implements Integrate with /Burst and Bulk Refresh (with file staging) into HANA as follows:
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1. HVR first stages data into a local staging file (defined in /StagingDirectoryHvr)
2. HVR then uses SAP HANA SQL command ‘import' to ingest the data into SAP HANA target tables from the
staging directory (defined in /StagingDirectoryDb).

To perform Integrate with parameter /Burst and Bulk Refresh, define action LocationProperties on HANA location
with the following parameters:

® /StagingDirectoryHvr: the location where HVR will create the temporary staging files.
® /StagingDirectoryDb: the location from where HANA will access the temporary staging files. This staging-
path should be configured in HANA for importing data,

alter systemalter configuration ('indexserver.ini', 'systeni)
set ('inport_export', 'csv_inport_path_filter') = "'STAG NG PATH w th reconfigure

Grants for Burst Integrate and Bulk Refresh
The User should have permission to import data:

grant inport to hvruser

Compare and Refresh Source

HVR supports compare and refresh in HANA location. This section describes the configuration requirements for
performing compare and refresh in HANA (source) location.

Grants for Compare and Refresh Source

The User should have permission to read replicated tables

grant select on tbl to hvruser
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Requirements for HDFS

Contents

® |ocation Connection

* Hive ODBC Connection

® SSL Options

® Hadoop Client

® Hadoop Client Configuration

* Verifying Hadoop Client Installation
® Client Configuration Files
® Hive External Table

®* ODBC Connection

® Channel Configuration

This section describes the requirements, access privileges, and other features of HVR when using Hadoop
Distributed File System (HDFS) for replication. HVR supports the WebHDFS API for reading and writing files from
and to HDFS. For information about compatibility and supported versions of HDFS with HVR platforms, see Platform
Compatibility Matrix.

For the capabilities supported by HVR, see Capabilities.

To quickly setup replication into HDFS, see Quick Start for HVR - HDFS.

For requirements, access privileges, and other features of HVR when using MapR for replication, see Requirements
for MapR.

Location Connection

This section lists and describes the connection details required for creating HDFS location in HVR.
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® New Location *

Location

Location

Description | HDFS location

Connection Group Membership

[] Connect to HVR on remote machine

Hode Login
Port = | Password
[SsIRemoteCertificate
Class HDFS
() oracle Namenode|m}rHDFSnnde | Fort |8D2D ¢|
(O Ingres / Vector(H) Login |h~.rruser |
O sqL server Credentials| Kerberos Ticket Cache |
O DB2 Linux/Unix/Windows Directory |fuserfh|.rrf |
O DB2 for | Hive External Tables
(O DB2 for z/0S Hive ODBC Connection
(O PostgreSQL/Aurora Hive Server Type Hive Server 2 v
O MySQL/MariaDB/Aurora Service Discovery Mode Mo Service Discovery -
O HanA Host(s) [hdp24 |
O Teradata Port |1EIEIEI :|
Snowflak
O f axe Database |m1,rtestdb |
() Greenplum
. ZooKeeper Namespace
O HEIE T Authentication
O Hive ACID Mechanism User Name and Password -
() File / FTP / Sharepaint User |hadnn|:| |
() Azure DLS
Password |n"" |
() Azure Blob FS )
Service Name
(@ HDFS
Host
() s3
Realm
O Salesforce
Thrift Transport| SASL -
() Kafka
HTTP Path
Linux / Unix
Driver Manager Librar‘,r| |
ODBCSYSINI | |
ODBC Driver | [
55L Options
Test Connection Cancel Help
Field Description

Database Connection

Namenode The hostname of the HDFS NameNode.
Example: myHDFSnode
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Port The port on which the HDFS server (Namenode) is expecting connections.
Example: 8020

Login The username to connect HVR to the HDFS Namenode.
Example: hvruser

Credentials The credential (Kerberos Ticket Cache file) for the username specified in Login to
connect HVR to the HDFS Namenode.
This field should be left blank to use a keytab file for authentication or if Kerberos is
not used on the hadoop cluster. For more information about using Kerberos
authentication, see HDFS Authentication and Kerberos.

Directory The directory path in the HDFS Namenode to be used for replication.
Example: /user/hvr/

Hive External Tables Enable/Disable Hive ODBC connection configuration for creating Hive external tables
above HDFS.

Hive ODBC Connection

HVR uses the Hive ODBC driver to connect to Hive for creating Hive external tables above HDFS to perform
hvrcompare with files that reside on the HDFS location. You can enable/disable the Hive configuration for HDFS in
the New Location dialog using the Hive External Tables field.

Field Description
Hive ODBC Connection
Hive Server Type The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.

Service Discovery Mode The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

Host(s) The hostname or IP address of the Hive server.
When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format [ZK_Host1]:[ZK_Port1],[ZK_Host2]:[ZK_Port2], where [ZK_Host] is
the IP address or hostname of the ZooKeeper server and [ZK_Port] is the TCP port
that the ZooKeeper server uses to listen for client connections.
Example: hive-host

Port The TCP port that the Hive server uses to listen for client connections. This field is
enabled only if Service Discovery Mode is No Service Discovery.
Example: 10000

Database The name of the database schema to use when a schema is not explicitly specified in
a query.
Example: mytestdb

ZooKeeper Namespace The namespace on ZooKeeper under which Hive Server 2 nodes are added. This field
is enabled only if Service Discovery Mode is ZooKeeper.

Authentication
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Mechanism The authentication mode for connecting HVR to Hive Server 2. This field is enabled
only if Hive Server Type is Hive Server 2. Available options:

®* No Authentication (default)
® User Name

® User Name and Password

® Kerberos

® Windows Azure HDInsight Service Since vs.5.0/2

User The username to connect HVR to Hive server. This field is enabled only if Mechanism
is User Name or User Name and Password.
Example: dbuser

Password The password of the User to connect HVR to Hive server. This field is enabled only if
Mechanism is User Name and Password.

Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.

Thrift Transport The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:
Since v5.5.0/2

® Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

® SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

® HTTP (This option is not available if Mechanism is User Name.)

For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

HTTP Path The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.
Since v5.5.02

Linux / Unix

Driver Manager Library  The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib

ODBCSYSINI The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc
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ODBC Driver

SSL Options

SSL Options

The user defined (installed) ODBC driver to connect HVR to the Hive server.

Show SSL Options.

@& ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
S5L Private Key
Client Private Key Password

Cancel

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

SSL Public Certificate
SSL Private Key

Client Private Key
Password

Hadoop Client

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL
certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.

The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

The password of the private key file that is specified in SSL Private Key. This field
is enabled only if Two-way SSL is selected.

220

HDFS locations can only be accessed through HVR running on Linux or Windows, and it is not required to run HVR
installed on the Hadoop Namenode although it is possible to do so. The Hadoop client should be present on the
server from which HVR will access the HDFS. HVR uses HDFS compatible libhdfs API to connect, read and write
data to HDFS during capture, integrate (continuous), refresh (bulk) and compare (direct file compare). For more
information about installing Hadoop client, refer to Apache Hadoop Releases.

Hadoop Client Configuration

The following are required on the server from which HVR connects to HDFS:

® Install Hadoop 2.4.1 or later versions along with Java Runtime Environment:
® Hadoop versions below 3.0 require JRE 7 or 8
® Hadoop version 3.0 and higher requires only JRE 8

® Set the environment variable $JAVA_HOME to the Java installation directory. Ensure that this is the directory
that has a bin folder, e.qg. if the Java bin directory is d:\java\bin, $JAVA_HOME should point to d:\java.
® Set the environment variable $HADOOP_COMMON_HOME or $SHADOOP_HOME or $SHADOOP_PREFIX to
the Hadoop installation directory, or the hadoop command line client should be available in the path.
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Since the binary distribution available in Hadoop website lacks Windows-specific executables, a
warning about unable to locate winutils.exe is displayed. This warning can be ignored for using
Hadoop library for client operations to connect to a HDFS server using HVR. However, the
performance on integrate location would be poor due to this warning, so it is recommended to use a
Windows-specific Hadoop distribution to avoid this warning. For more information about this warning,
refer to Hadoop Wiki and Hadoop issue HADOOP-10051.

Verifying Hadoop Client Installation
To verify the Hadoop client installation,

1. The HADOOP_HOME/bin directory in Hadoop installation location should contain the hadoop executables in
it.
2. Execute the following commands to verify Hadoop client installation:

$JAVA_HOVE/ bi n/j ava -version
$HADOOP_HOVE/ bi n/ hadoop versi on
$HADOOP_HQOVE/ bi n/ hadoop cl asspat h

3. If the Hadoop client installation is verified successfully then execute the following command to verify the
connectivity between HVR and HDFS:

$HADOOP_HOVE/ bi n/ hadoop fs -1s hdfs://cluster/

Client Configuration Files

Client configuration files are required if Kerberos authentication is used in the Hadoop cluster or else they can be
useful for debugging. Client configuration files contain settings for different services like HDFS, and others. If the
HVR integrate server is not part of the cluster, it is recommended to download the configuration files for the cluster so
that the Hadoop client knows how to connect to HDFS.

The client configuration files for Cloudera Manager or Ambari for Hortonworks can be downloaded from the

respective cluster manager's web interface. For more information about downloading client configuration files, search
for "Client Configuration Files" in the respective documentation for Cloudera and Hortonworks.

Hive External Table

HVR allows you to create Hive external tables above HDFS files which are only used during compare. The Hive
ODBC connection can be enabled for HDFS in the location creation screen by selecting the Hive External Tables
field (see section Location Connection).

ODBC Connection

HVR uses ODBC connection to the Hadoop cluster for which it requires the ODBC driver (Amazon ODBC 1.1.1 or
HortonWorks ODBC 2.1.2 and above) for Hive installed on the server (or in the same network).

The Amazon and HortonWorks ODBC drivers are similar and compatible to work with Hive 2.x release. However, it is
recommended to use the Amazon ODBC driver for Amazon Hive and the Hortonworks ODBC driver for HortonWorks
Hive.

By default, HVR uses Amazon ODBC driver for connecting to Hadoop. To use the Hortonworks ODBC driver the
following action definition is required:
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For Linux

Group Table Action

HDFS * Environment /Name=HVR_ODBC_CONNECT_STRING_DRIVER /Value=Hortonwor
ks Hive ODBC Driver 64-bit

For Windows

Group Table Action
HDFS * Environment /Name=HVR_ODBC_CONNECT_STRING_DRIVER /Value=Hortonwor
ks Hive ODBC Driver
Channel Configuration

For the file formats (CSV, JSON, and AVRO) the following action definitions are required to handle certain limitations
of the Hive deserialization implementation during Bulk or Row-wise Compare:

® For CSV
Group Table Action
HDFS * FileFormat /NullRepresentation=\\N
HDFS * TableProperties /CharacterMapping="\x00>\0;\n>\\n;\r>\\r;" >\""
HDFS * TableProperties /MapBinary=BASE64
¢ For JSON
Group Table Action
HDFS * TableProperties /IMapBinary=BASE64
HDFS * FileFormat /JsonMode=ROW_FRAGMENTS
® For Avro
Group Table Action
HDFS * FileFormat /AvroVersion=v1l_8

vl 8 is the default value for FileFormat /AvroVersion, so it is not mandatory to define this action.
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HDFS Authentication and Kerberos

Contents

® Insecure Clusters
® Kerberized Clusters
¢ Client Configuration Files
® Accessing Kerberized Clusters with Ticket Cache File
® Accessing Kerberized Clusters with Keytab File
® Accessing Kerberized Clusters with HDFS Impersonation

HVR supports connecting to both insecure and Kerberos-secured HDFS clusters. Information on setting up Hadoop for
HVR can be found in Requirements for HDFS.

Insecure HDFS clusters are protected at network level by restricting which hosts can establish a connection. Any
software that is able to establish a connection can claim to act as any user on HDFS system.

Secure HDFS clusters are protected by Kerberos authentication. Both HDFS servers (Hadoop NameNode, Hadoop
DataNode) and HDFS clients (HVR) authenticate themselves against a central Kerberos server which grants them a

ticket. Client and server exchange their tickets, and both verify each other's identity. HVR must have access to cluster
configuration files (in $HVR_HADOOP_HOME) in order to verify NameNode's and DataNode's Kerberos identities.

Insecure Clusters

Insecure clusters require only a HDFS username. Enter this user in Login field of the location dialog. This username will
be used in HDFS file permissions, such as any files created by HVR in HDFS will be owned by this user.

If the Login field is empty, HVR's operating system username will be used (If HVR is running on a remote location,
remote operating system username will be used).
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® HNew Location >

Location

Location

Description | HOFS location

Connection Group Membership

Connect to HYR on remote machine
NDdE|I‘|‘|'§.-'HDF5I‘|DdE | Login ||:||:|L||:|EFE| |

Port |4343 = | F‘asswu:uru:l| SRR ERRERRRARRRRRE |

[] jselRemoteCertificate
[] /cloudLicense

() DB2 for 2JOS ~ HOFS

O PostgreSQL /Aurora Namenode |myHDFSnode | Port |s020 [
() MySQL/MariaDB/Aura Lo ||wruser |
() HANA

() Teradata

() Snowflake

() Greenplum

() Redshift

() Hive ACID

(") File f FTP / Sharepoin
() Azure DLS

() Azure Blob F5

(®) HOFS

()53

() Salesforce

O Kafka W

Credentials | Kerberos Ticket Cache |
Directory |,."user,.'hvr,|" |
[ ] Hive External Tables

Test Connection Cancel Help

Kerberized Clusters

Accessing the kerberized clusters require authentication against a Kerberos server which can be achieved in the
following two ways :

® Accessing Kerberized Clusters with Ticket Cache File
® Accessing Kerberized Clusters with Keytab File

To access the kerberized clusters, HVR requires the following:
* |f HVR is installed on a separate server (outside the Hadoop cluster),

a. Kerberos should be installed and configured on the server where HVR is installed. The configuration
should be same as that of the hadoop cluster's configuration.

b. Configure the Hadoop client. For more information, see section Hadoop Client in Requirements for HDFS.

c. Using the cluster manager's web interface, Hadoop client configuration files should be downloaded from
the Hadoop cluster to the server where HVR is installed.

b

For more information, click here...
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Client Configuration Files

Client configuration files are required if Kerberos authentication is used in the Hadoop cluster or else they
can be useful for debugging. Client configuration files contain settings for different services like HDFS, and
others. If the HVR integrate server is not part of the cluster, it is recommended to download the
configuration files for the cluster so that the Hadoop client knows how to connect to HDFS.

The client configuration files for Cloudera Manager or Ambari for Hortonworks can be downloaded from
the respective cluster manager's web interface. For more information about downloading client
configuration files, search for "Client Configuration Files" in the respective documentation for Cloudera and
Hortonworks.

® |f HVR is installed on a Hadoop edge node, the steps mentioned above are not required for HVR to connect to
the kerberized cluster.

* If the Kerberos server issues tickets with strong encryption keys then install Java Cryptography Extension (JCE)
Unlimited Strength Jurisdiction Policy Files onto the JRE installation that HVR uses. JCE can be downloaded
from Oracle website.

To verify the connectivity between HVR and HDFS, execute the following command on the server where HVR is installed

$HADOOP_HOWE/ bi n/ hadoop fs -1s hdfs://cluster/

Accessing Kerberized Clusters with Ticket Cache File

A short-term ticket is issued by authenticating against Kerberos server with kinit command. This ticket usually expires in
a timeframe of a few hours or a few days depending on the Kerberos configuration. An interactive operating system shell
connection will renew Kerberos ticket as required, but this would not automatically happen on a non-interactive HVR
setup.

® Command kinit can be used to obtain or renew a Kerberos ticket-granting ticket. For more information about
this command, refer to MIT Kerberos Documentation.

® Command klist lists the contents of the default Ticket Cache file, also showing the default filename. For more
information about this command, refer to MIT Kerberos Documentation.

By default, HVR is configured for the path of the Kerberos Ticket Cache file, and assumes tickets will be renewed by the
user as needed. HVR will pick up any changes made to the Ticket Cache file automatically. It is user's responsibility to
set up periodic renewal jobs to update the file before Kerberos tickets expire.

The Ticket Cache file must be located on the HVR remote location if HVR is running on a remote machine. The file must
have correct file system permissions for HVR process to read.

To use a Ticket Cache file with HVR, enter the Kerberos principal's user part to Login field and full path of the Ticket
Cache file to Credentials field in the location dialog.

® Alternative configuration 1
Leave Credentials field empty, and configure your channel with:
Environment /Name=HVR_HDFS_KRB_TICKETCACHE /Value=ticketcache.file
® Alternative configuration 2
Leave Login and Credentials field empty, and configure your channel with:
Environment /Name=HVR_HDFS_KRB_PRINCIPAL /Value=full_principal_name (e.g. username@REALM)
Environment /Name=HVR_HDFS_KRB_TICKETCACHE /Value=ticketcache.file
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Accessing Kerberized Clusters with Keytab File

Non-interactive daemons can also authenticate to the Kerberos server using a Keytab file. A keytab file holds a list of
entries, consisting of Kerberos principal name, key version, encryption type, and an encryption key. Encryption key is
generated with the password provided at creation time. It is crucial that an entry is added to this file for each possible
encryption type your Kerberos server might ask for. It is not possible for a Kerberos client to respond to an encryption
type not found in the file.

The keytab files can be copied across computers, they are not bound to the host they were created on. The keytab file
is only used to acquire a real ticket from the Kerberos server when needed. If the file is compromised, it can be revoked
from the Kerberos server by changing password or key version.

Keytab files are created using the ktutil command. Depending on your system Kerberos package, usage will vary. For
more information about this command, refer to MIT Kerberos Documentation.

The keytab file must be located on the HVR remote location if HVR is running on a remote machine. The file must have
correct file system permissions for HVR process to read.

To use a keytab file with HVR, leave Login and Credentials fields of the location dialog blank and configure your
channel with:

Environment /Name=HVR_HDFS_KRB_PRINCIPAL /Value=full_principal_name (e.g. username@REALM)

Environment /Name=HVR_HDFS_KRB_KEYTAB /Value=keytab.file

Accessing Kerberized Clusters with HDFS Impersonation

In most cases, your HDFS cluster will be configured to map the username part of your Kerberos principal as the HDFS
username ("username” in principal "username@KERBEROS.REALM"). If you need to use a different HDFS username
than your Kerberos principal, and your cluster is configured to allow this setup, then you can configure HVR in the
following way.

® To use Ticket Cache with HDFS impersonation, set your HDFS impersonate username in the Login entry of the
Location dialog, leave Credentials entry blank, and define $HVR_HDFS_KRB_PRINCIPAL and
$HVR_HDFS_KRB_TICKETCACHE environment actions as described in the Accessing Kerberized Clusters
with Ticket Cache File section above.

® To use keytab with HDFS impersonation, set your HDFS impersonate username in the Login entry of the
Location dialog, leave Credentials entry blank, and define $HVR_HDFS KRB_PRINCIPAL and
$HVR_HDFS_KRB_KEYTAB environment actions as described in the Accessing Kerberized Clusters with
Keytab File section above.
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Requirements for MapR

Contents

® |ocation Connection
* Hive ODBC Connection
® SSL Options
® MapR Client
®* MapR Client Configuration
® Verifying MapR Client Installation
® Client Configuration Files
® Hive External Table
®* ODBC Connection
® Channel Configuration
® Connecting to MapR
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This section describes the requirements, access privileges, and other features of HVR when using MapR for

replication. HVR supports the WebHDFS API for reading and writing files from and to MapR.

Location Connection

This section lists and describes the connection details required for creating MapR location in HVR.
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O S0L Server
() DB2 Linux/Unix/Wwindows

@® HNew Location >
Location
ocaton
Description |anaﬁon with MapFR.
Connection Group Membership
|:| Connect to HYR on remote machine
Mode Login
Port =1 Passward
[selRemoteCertificate
JCloudLicense
Class HDFS
() orade Namenode |mapr6[l:l.hur.lc:cal | Port |7"1-_’12 - |
() Ingres / Viector(H) R |ma|:|r |

Credentials | Kerberos Ticket Cache | o

Directory | Juser | o

() DB2 for i
o e Hive External Tables
Sl TRl Hive ODBEC Connection
PostgreSQL Aurora
g o MQ / / Hive Server Type Hive Server 2 -
MySQLMariaDE /Aurora
C‘ HANA Service Discovery Mode | Mo Service Discovery -
o Host(s) |hiue-hnst
() snowflake Port |1[JDD[J -
() Greenplum Database |mytesb:|b
() Redshift ZooKeeper Mamespace
() Hive ACID Authentication
() File / FTP / Sharepaint Mecharism User Name -
() Azure DLS User dbuger
() Azure Blob F5 Password
@ HOFS Service Mame
D 53 Host
() Salesforce Realm
Kafka
O Thrift Transport | SASL -
HTTF Path
Linux / Unix
Driver Manager Librarylfuser,." |
ODBCSYSINI | fetc |-
ODBC Driver |I'~"Ia|:|F'. Hive QODBC Driver |
55L Options
Test Connection Cancel Help
Field Description

Database Connection
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Namenode The hostname of the MapR Container Location Database (CLDB).
Example: mapr601.hvr.local

Port The port on which the MapR CLDB (Namenode) is expecting connections. The
default port is 7222.
Example: 7222

Login The username to connect HVR to the MapR CLDB (Namenode). The username can
be either the MapR user or if impersonation is used then the username is the remotelis
tener OS user.

Example: hvruser

Credentials The credential (Kerberos Ticket Cache file) for the Login to connect HVR to the MapR
CLDB (Namenode).
This field should be left blank to use a keytab file for authentication or if Kerberos is
not used on the MapR cluster. For more details, see HDFS Authentication and
Kerberos.

Directory The directory path in the MapR CLDB (Namenode) to be used for replication.
Example: /user

Hive External Tables Enable/Disable Hive ODBC connection configuration for creating Hive external tables
above HDFS.

Hive ODBC Connection

HVR allows you to create Hive External Tables above HDFS which are only used during compare. You can enable
/disable the Hive configuration for HDFS in location creation screen using the Hive External Tables field.

Field
Hive ODBC Connection

Hive Server Type

Service Discovery Mode

Host(s)

Port

Database

ZooKeeper Namespace

Description

The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.

The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

The hostname or IP address of the Hive server.

When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format [ZK_Host1]:[ZK_Port1],[ZK_Host2]:[ZK_Port2], where [ZK_Host] is
the IP address or hostname of the ZooKeeper server and [ZK_Port] is the TCP port
that the ZooKeeper server uses to listen for client connections.

Example: hive-host

The TCP port that the Hive server uses to listen for client connections. This field is
enabled only if Service Discovery Mode is No Service Discovery.
Example: 10000

The name of the database schema to use when a schema is not explicitly specified in
a query.
Example: mytestdb

The namespace on ZooKeeper under which Hive Server 2 nodes are added. This field
is enabled only if Service Discovery Mode is ZooKeeper.
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Authentication

Mechanism The authentication mode for connecting HVR to Hive Server 2. This field is enabled
only if Hive Server Type is Hive Server 2. Available options:

No Authentication (default)

User Name

User Name and Password

Kerberos

Windows Azure HDInsight Service Since vs.5.02

User The username to connect HVR to Hive server. This field is enabled only if Mechanism
is User Name or User Name and Password.
Example: dbuser

Password The password of the User to connect HVR to Hive server. This field is enabled only if
Mechanism is User Name and Password.

Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.

Thrift Transport The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:
Since v5.5.0/2

® Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

® SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

® HTTP (This option is not available if Mechanism is User Name.)

For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

HTTP Path The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.
Since v5.5.0/2

Linux / Unix

Driver Manager Library  The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib
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The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc

The user defined (installed) ODBC driver to connect HVR to the Hive server.

Show SSL Options.

@ ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
S5L Private Key
Client Private Key Password

—

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

SSL Public Certificate
SSL Private Key

Client Private Key
Password

MapR Client

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL
certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.

The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

The password of the private key file that is specified in SSL Private Key. This field
is enabled only if Two-way SSL is selected.

MapR locations can only be accessed through HVR running on Linux or Windows, and it is not required to run HVR
installed on the Namenode although it is possible to do so. The MapR client should be present on the server from
which HVR will access the MapR (Namenode). For more information about installing MapR client, refer to MapR

Documentation.

MapR Client Configuration

The following are required on the server from which HVR connects to MapR:

Install MapR Client

Install Java Development Kit (JDK), version 1.7 or later
Install Java Runtime Environment (JRE), version 7 or later
Set the environment variable $JAVA_HOME to the Java installation directory. Ensure that this is the directory

that has a bin folder, e.g. if the Java bin directory is d:\java\bin, $JAVA_HOME should point to d:\java.
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¢ Set the environment variable $SMAPR_HOME to the MapR installation directory, or the hadoop command line
client should be available in the path.

Since the binary distribution available in Hadoop website lacks Windows-specific executables, a
warning about unable to locate winutils.exe is displayed. This warning can be ignored for using
Hadoop library for client operations to connect to a HDFS server using HVR. However, the
performance on integrate location would be poor due to this warning, so it is recommended to use a
Windows-specific Hadoop distribution to avoid this warning. For more information about this warning,
refer to Hadoop issue HADOOP-10051.

Verifying MapR Client Installation
To verify the MapR client installation,

1. The MAPR_HOME/bin directory in MapR installation location should contain the MapR executables in it.
2. Execute the following commands to verify MapR client installation:

$JAVA HOWE/ bi n/j ava -version
$MAPR_HOVE/ bi n/ hadoop versi on
$MAPR_HOVE/ bi n/ hadoop cl asspat h

3. If the MapR client installation is verified successfully then execute the following command to verify the
connectivity between HVR and MapR:

$MAPR_HOVE/ bi n/ hadoop fs -Is hdfs://cluster/

Client Configuration Files
Client configuration files are not required for HVR to perform replication, however, they can be useful for debugging.
Client configuration files contain settings for different services like HDFS, and others. If the HVR integrate server is

not part of the cluster, it is recommended to download the configuration files for the cluster so that the MapR client
knows how to connect to HDFS.

Hive External Table
HVR allows you to create Hive external tables above HDFS files which are only used during compare. The Hive

ODBC connection can be enabled for MapR in the location creation screen by selecting the Hive External Tables
field (see section Location Connection).

ODBC Connection

HVR uses ODBC connection to the MapR cluster for which it requires the MapR ODBC driver for Hive installed on
the server (or in the same network). For more information about using ODBC to connect to HiveServer 2, refer to
MapR Documentation.

Channel Configuration

For the file formats (CSV and AVRO) the following action definitions are required to handle certain limitations of the
Hive deserialization implementation during Bulk or Row-wise Compare:

©2020 HVR Software. All Rights Reserved.


http://archive.mapr.com/tools/MapR-ODBC/MapR_Hive/
https://mapr.com/docs/61/Hive/Hive-ODBC-Connector.html
https://issues.apache.org/jira/browse/HADOOP-10051

HVR User Manual - 5.7 233

®* For CSV,
Group Table Action
HDFS * FileFormat /NullRepresentation=\\N
HDFS * TableProperties /CharacterMapping="\x00>\0;\n>\\n;\r>\\r;" >\""
HDFS * TableProperties /MapBinary=BASE64
® For Avro,
Group Table Action
HDFS * FileFormat /AvroVersion=v1_8

vl 8 is the default value for FileFormat /AvroVersion, so it is not mandatory to define this action.

The JSON file format is not supported in MapR.

Connecting to MapR

HVR can connect to MapR with or without using the MapR user impersonation. The configuration/setup requirements
differ on each scenarios mentioned below.

® Without MapR User Impersonation
® With MapR User Impersonation

Without MapR User Impersonation

®* When hub connects to MapR server using HVR remotelistener installed on the MapR server.
1. Log in as MapR user and start the remotelistener on the MapR server.
®* When hub connects directly to the MapR server or if the integrate server (this is separate from MapR server)
connects to the MapR server.

1. Create a MapR user on the hubl/integrate server. Login as root user and execute the following
commands.
groupadd -g2000 napr
useradd -gmapr -m -u2000 mapr

passwd mapr

2. Login as MapR user and start the remotelistener on hub/integrate server.

With MapR User Impersonation
For more information about MapR user impersonation, refer to MapR Documentation.

® When the hub connects to the MapR server using the remotelistener on the MapR server, the MapR user
impersonation is not required.

®* When the hub connects directly to the MapR server or if the integrate server (this is separate from MapR
server) connects to the MapR server.
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1. Login as root user on hub/integrate server and modify the core-site.xml file available in /opt/mapr
/hadoop/hadoop-2.7.0/etc/hadoop/ directory as shown below:

<property>
<name>hadoop. pr oxyuser . mapr . host s</ nane>
<val ue>*</ val ue>
</ property>
<property>
<name>hadoop. pr oxyuser. mapr. gr oups</ nane>
<val ue>*</ val ue>
</ property>
<property>
<name>fs. mapr. server.resol ve. user </ nane>
<val ue>t rue</val ue>

</ property>

For more information, refer to MapR Documentation.
2. Create a file in Jopt/mapr/conf/proxy/ that has name of the mapr superuser or any other user. This file
can also be copied as shown below,

sudo cp / opt/ mapr/ conf/ proxy/ mapr [ opt/ mapr/ conf/proxy/
hvrrenot el i st ener _os_user

3. Export MapR impersonation,

export MAPR | MPERSONATI ON_ENABLED=t r ue

4. Start hvrremotelistener as hvrremotelistener_os_user
5. On the MapR server, execute the following using the config command,

maprcli config save -values {cldb.security.resolve. user:1};

For more information, refer to MapR Documentation.

a. To verify this update, execute:

maprcli config |oad -keys cldb.security.resolve. user

6. Restart the MapR CLDB.
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Requirements for Hive ACID

Contents

® ODBC Connection
® Location Connection
® SSL Options
® Hive ACID on Amazon Elastic MapReduce (EMR)
® Integrate and Refresh Target
® Burst Integrate and Bulk Refresh

This section describes the requirements, access privileges, and other features of HVR when using Hive ACID
(Atomicity, Consistency, Isolation, Durability) for replication. For information about compatibility and supported
versions of Hive ACID with HVR platforms, see Platform Compatibility Matrix.

For the Capabilities supported by HVR on Hive ACID, see Capabilities for Hive ACID.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

ODBC Connection
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O S0L Server

Service Discovery Mode | Mo Service Discovery

@® HNew Location >
Location
Locter
Description |HDF5 location
Connection Group Membership
|:| Connect to HYR on remote machine
Mode Login
Port + || Passward
[selRemoteCertificate
JCloudLicense
Class Hive QODBC Connection
O oOrade Hive Server Type Hive Server 2 -
() Ingres / Viector(H) -

Host(s) | myhive
() DB2 Linux/Unix/Wwindows —
O oo for Port | 10000 3

ri

Databasze testdb
(7) DB2 for 2/0S [mytes
C‘ PostoreSOLfAurora Zookeeper Mamespace

Authenticati

() MysQL/MariaDB/Aurora Hhentieation

Mechanism IUser Mame and Password -
() HANA
O Teradata IJser |dbuser
() Snowfiske Password |uuu
() Greenplum Service Name
() Redshift Host
(@) Hive ACID Realm
(O File /FTP | Sharepoint Thrift Traneport | SASL -
() Azure DLS HTTP Path
() Azure Blob F5 S RTCVEa
O HoFs Driver Manager Library|,’upt,."unixndbu:—2.3.2ﬂib |

Sk
8 e ODBCSYSINI | fapt/unixodbe-2.3. 2/etc |[oe
Salestorce
O Kefia ODBC Driver | |[.--
S5L Options
Test Connection Cancel Help

Field Description

Hive ODBC Connection

Hive Server Type

The type of Hive server. Available options:

® Hive Server 1 (default): The driver connects to a Hive Server 1 instance.
® Hive Server 2: The driver connects to a Hive Server 2 instance.
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Service Discovery Mode The mode for connecting to Hive. This field is enabled only if Hive Server Type is Hiv
e Server 2. Available options:

® No Service Discovery (default): The driver connects to Hive server without using
the ZooKeeper service.

® ZooKeeper: The driver discovers Hive Server 2 services using the ZooKeeper
service.

Host(s) The hostname or IP address of the Hive server.
When Service Discovery Mode is ZooKeeper, specify the list of ZooKeeper servers in
following format [ZK_Host1]:[ZK_Port1],[ZK_Host2]:[ZK_Port2], where [ZK_Host] is
the IP address or hostname of the ZooKeeper server and [ZK_Port] is the TCP port
that the ZooKeeper server uses to listen for client connections.
Example: hive-host

Port The TCP port that the Hive server uses to listen for client connections. This field is
enabled only if Service Discovery Mode is No Service Discovery.
Example: 10000

Database The name of the database schema to use when a schema is not explicitly specified in
a query.
Example: mytestdb

ZooKeeper Namespace The namespace on ZooKeeper under which Hive Server 2 nodes are added. This field
is enabled only if Service Discovery Mode is ZooKeeper.

Authentication

Mechanism The authentication mode for connecting HVR to Hive Server 2. This field is enabled
only if Hive Server Type is Hive Server 2. Available options:

®* No Authentication (default)
® User Name

® User Name and Password

® Kerberos

® Windows Azure HDInsight Service Since v5.5.02

User The username to connect HVR to Hive server. This field is enabled only if Mechanism
is User Name or User Name and Password.
Example: dbuser

Password The password of the User to connect HVR to Hive server. This field is enabled only if
Mechanism is User Name and Password.

Service Name The Kerberos service principal name of the Hive server. This field is enabled only if Me
chanism is Kerberos.

Host The Fully Qualified Domain Name (FQDN) of the Hive Server 2 host. The value of Host
can be set as _HOST to use the Hive server hostname as the domain name for
Kerberos authentication.
If Service Discovery Mode is disabled, then the driver uses the value specified in the
Host connection attribute.
If Service Discovery Mode is enabled, then the driver uses the Hive Server 2 host
name returned by ZooKeeper.
This field is enabled only if Mechanism is Kerberos.

Realm The realm of the Hive Server 2 host.
It is not required to specify any value in this field if the realm of the Hive Server 2 host
is defined as the default realm in Kerberos configuration. This field is enabled only if M
echanism is Kerberos.
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Thrift Transport

Since v5.5.0/2

HTTP Path

Since v5.5.0/2

Linux / Unix

Driver Manager Library

ODBCSYSINI

ODBC Driver

SSL Options

SSL Options

The transport protocol to use in the Thrift layer. This field is enabled only if Hive
Server Type is Hive Server 2. Available options:

Binary (This option is available only if Mechanism is No Authentication or User
Name and Password.)

SASL (This option is available only if Mechanism is User Name or User Name
and Password or Kerberos.)

HTTP (This option is not available if Mechanism is User Name.)

For information about determining which Thrift transport protocols
your Hive server supports, refer to HiveServer2 Overview and Setting Up
HiveServer2 sections in Hive documentation.

The partial URL corresponding to the Hive server. This field is enabled only if Thrift
Transport is HTTP.

The directory path where the Unix ODBC Driver Manager Library is installed.
Example: /opt/unixodbc-2.3.2/lib

The directory path where odbc.ini and odbcinst.ini files are located.
Example: /opt/unixodbc-2.3.2/etc

The user defined (installed) ODBC driver to connect HVR to the Hive server.

Show SSL Options.

@ ssL

[ ] Enable 551
Trusted CA Certificates

S5L Public Certificate
S5L Private Key
Client Private Key Password

Cancel

Field

Enable SSL

Two-way SSL

Trusted CA Certificates

SSL Public Certificate

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Hive server by
validating the SSL certificate shared by the Hive server.

Enable/disable two way SSL. If enabled, both HVR and Hive server authenticate
each other by validating each others SSL certificate. This field is enabled only if En
able SSL is selected.

The directory path where the .pem file containing the server's public SSL
certificate signed by a trusted CA is located. This field is enabled only if Enable
SSL is selected.

The directory path where the .pem file containing the client's SSL public certificate
is located. This field is enabled only if Two-way SSL is selected.
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SSL Private Key The directory path where the .pem file containing the client's SSL private key is
located. This field is enabled only if Two-way SSL is selected.

Client Private Key The password of the private key file that is specified in SSL Private Key. This field

Password is enabled only if Two-way SSL is selected.

Hive ACID on Amazon Elastic MapReduce (EMR)
To enable Hive ACID on Amazon EMR,

1. Add the following configuration details to the hive-site.xml file available in /etc/hive/conf on Amazon EMR:

<!-- Hve ACI D support -->

<property>
<nane>hi ve. conpactor.initi ator.on</ nanme>
<val ue>t r ue</ val ue>

</ property>

<property>
<nane>hi ve. conpact or. wor ker . t hr eads</ name>
<val ue>10</ val ue>

</ property>

<property>
<nane>hi ve. support. concurr ency</ nane>
<val ue>t r ue</ val ue>

</ property>

<property>
<nane>hi ve. t xn. nanager </ nane>
<val ue>or g. apache. hadoop. hi ve. gl . | ockmgr. DbTxnManager </ val ue>

</ property>

<property>
<nane>nane>hi ve. enf or ce. bucket i ng</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<nane>hi ve. exec. dynam c. parti ti on. node</ nane>
<val ue>nostri ct </ val ue>

</ property>

<!-- Hve ACI D support end -->

2. Save the modified hive-site.xml file.

3. Restart Hive on Amazon EMR.
For more information on restarting a service in Amazon EMR, refer to How do | restart a service in Amazon
EMR? in AWS documentation.

Integrate and Refresh Target

HVR supports integrating changes into Hive ACID location. This section describes the configuration requirements for
integrating changes (using Integrate and refresh) into Hive ACID location. For the list of supported Hive ACID
versions, into which HVR can integrate changes, see Integrate changes into location in Capabilities.

Burst Integrate and Bulk Refresh

While parameter and Bulk
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For best performance, HVR performs Integrate with /Burst and Bulk Refresh on Hive ACID location using staging
files. HVR implements Integrate with /Burst and Bulk Refresh (with file staging) into Hive ACID as follows:

1. HVR first creates Hive external tables using Amazon/HortonWorks Hive ODBC driver
2. HVR then stages data into:
® S3 using AWS S3 REST interface (cURL library) or
®* HDFS/Azure Blob FS/Azure Data Lake Storage using HDFS-compatible libhdfs API
3. HVR uses Hive SQL commands 'merge' (Integrate with /Burst) or 'insert into' (Bulk Refresh) against the
Hive external tables linked to S3/HDFS/Azure Blob FS/Azure Data Lake Storage to ingest data into ACID Hive
managed tables.

The following is required to perform Integrate with parameter /Burst and Bulk Refresh into Hive ACID:

1. HVR requires an AWS S3 or HDFS/Azure Blob FS/Azure Data Lake Storage location to store temporary data
to be loaded into Hive ACID.

If AWS S3 is used to store temporary data then HVR requires the AWS user with 'AmazonS3FullAccess'
policy to access this location. For more information, refer to the following AWS documentation:
® Amazon S3 and Tools for Windows PowerShell
® Managing Access Keys for IAM Users
® Creating a Role to Delegate Permissions to an AWS Service
2. Define action LocationProperties on Hive ACID location with the following parameters:
® /StagingDirectoryHvr: the location where HVR will create the temporary staging files. The format for
AWS S3 is s3://S3 Bucket/Directory and for HDFS is hdfs://NameNode:Port/Directory
® /StagingDirectoryDb: the location from where Hive ACID will access the temporary staging files.
If /StagingDirectoryHvr is an AWS S3 location then the value for /StagingDirectoryDb should be
same as /StagingDirectoryHuvr.
® /StagingDirectoryCredentials: the AWS security credentials. The supported formats are
'aws_access_key_id="key";aws_secret_access_key="secret_key"' or 'role="AWS_role"'. How to
get your AWS credential or Instance Profile Role can be found on the AWS documentation web page.
3. Since HVR uses CSV file format for staging, the following action definitions are required to handle certain
limitations of the Hive deserialization implementation:

Hive ACID * TableProperties /CharacterMapping="\x00>\0;\n>\\n;\r>\\r;">\""

Hive ACID * TableProperties /IMapBinary=BASE64
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Requirements for Ingres and Vector

Contents

Location Connection
Access Privileges
Creating Trusted Executable
Capture

® Table Types

® Trigger-Based Capture

® |og-Based Capture
® Integrate and Refresh

This section describes the requirements, access privileges, and other features of HVR when using Ingres or Vector
for replication. For information about compatibility and supported versions of Ingres or Vector with HVR platforms,
see Platform Compatibility Matrix.

For the Capabilities supported by HVR on Ingres and Vector, see Capabilities for Ingres and Capabilities for Vector
respectively.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly setup replication using Ingres, see Quick Start for HVR - Ingres.
Location Connection

This section lists and describes the connection details required for creating an Ingres/Vector location in HVR. HVR
uses Ingres OpenAPI interface to connect to an Ingres/Vector location.
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@ Mew Location

Location

Location

Description | Ingres location

Connection Group Membership

|:| Connect to HVR on remote machine

Hode Login

Port % | Password
[SsIRemoteCertificate

[CloudLicense

() DB2 for z/0S
O PostgreSQL/Aurora
O MySQL/MariaDB/Auraor

Class ~  Database Connection

O oracle II_SYSTEM [/ingres/921 [
@ Ingres / Vector(H) Database |m}rtestdh

O sat server User |hwuser

() DB2 Linwy/Uni/Windo

() pB2 fori

() HANA
() Teradata
() Snowflake
() Greenplum
() Redshift W
Test Connection oK Cancel Help
Field Description
Database Connection
II_SYSTEM The directory path where the Ingres/Vector database is installed.
Example: /ingres/921
Database The name of the Ingres/Vector database.
Example: mytestdb
User The username to connect HVR to Ingres/Vector Database.

Example: hvruser

Access Privileges

For an Ingres or Vector hub database or database location, each account used by HVR must have permission to use

Ingres.

The HVR user should be the owner of the hub database.
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Typically, HVR connects to database locations as the owner of that database. This means that either HVR is already
running as the owner of the database, or it is running as a user with Ingres Security Privilege. HVR can also
connect to a database location as a user who is not the database's owner, although the row-wise refresh into such a
database is not supported if database rules are defined on the target tables.

Accessdb permission screen:

ACCESSDB - User Information

User Name: hvr
Profile for User:
Default Group:
Expire Date:

Permissions: Create Database: y Operator: y
Security Administrator: y Set Trace Flags: y
Maintain Locations: n Maintain Users: n

Databases Owned Authorized Databases

hubdb

Save (F10) Help(Help) End(PF3) Password(F14) Privileges(F17) >

DBA permission screen:

CBF screen:

For trigger based capture from Ingres databases, the isolation level (parameter system_isolation) must be set to
serializable. Other parameters (e.g. system_readlocks) can be anything.

CBF Configure DBMS Server Definition

Host: guam
II_SYSTEM: /distr/ingres/303
I I_INSTALLATION : LL
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Definition Name: (default)

DBMS Server Parameters

Name Value Units
stack_caching OFF boolean
stack_size 153600 bytes
system_isolation string
system lock level| default string
system maxlocks 50 integer
system readlocks shared string
system_timeout 0 seconds

Edit (2) Databases(3) Cache(4) Derived(5) Restore(6) >

Creating Trusted Executable

In UNIX & Linux, to perform log-based capture from Ingres a trusted executable must be created so that HVR can
read from the internal DBMS logging files.

Execute the following commands while logged in as the DBMS owner (ingres):

$ cd /usr/hvr/hvr_hone
$ cp bin/hvr sbin/hvr_ingres
$ chnod 4755 sbin/hvr_ingres

A It is not required to create a trusted executable when either of the following are true:
® capture is trigger-based
® capture will be from another machine
® HVR is running as the DBMS owner (ingres)

Additionally, on Linux, the trusted executable should be patched using the following command:

$ /usr/hvr/hvr_hone/lib/patchelf --set-rpath /usr/hvr/hvr_hone/lib --force-rpath /usr
[ 'hvr/ hvr _hone/ sbi n/ hvr _i ngres

If HVR and ingres share the same Unix group, then the permissions can be tightened from 4755 to 4750.
Permissions on directories $HVR_HOME and $HVR_CONFIG may need to be loosened so that user Ingres can
access them;

$ chrmod g+r X $HVR HOVE
$ chmod - R g+rwX $HVR CONFI G

Capture

HVR supports capturing changes from an Ingres/Vector location. HVR uses Ingres OpenAPI interface to capture
changes from the Ingres/Vector location. This section describes the configuration requirements for capturing
changes from Ingres location. For the list of supported Ingres versions, from which HVR can capture changes, see
Capture changes from location in Capabilities.
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Table Types
HVR supports capture from the following table types in Ingres:

® Regular tables (HEAP, HASH, ISAM, BTREE)
® Partitioned tables
® Compressed tables

Trigger-Based Capture

If trigger—based capture is defined for an Ingres database, HVR uses SQL DDL statement modify to truncated to
empty the capture tables. The locks taken by this statement conflicts with locks taken by an on-line checkpoint. This
can lead to HVR jobs hanging or deadlocking. These problems can be solved by creating file $SHVR_CONFIG/files/
dbname.avoidddl just before checkpointing database dbname and deleting it afterwards. HVR will check for this file,
and will avoid DDL when it sees it.

In Unix, do this as follows:

$ touch $HVR CONFI G fil es/ nydb. avoi dddl
$ sleep 5

$ ckpdb nydb

$ rm $HVR_CONFI G fi | es/ mydb. avoi dddl

Log-Based Capture

If log—based capture is defined for an Ingres database (action Capture ) then HVR may need to go back to reading
the Ingres journal files. But each site has an existing backup/recovery regime that periodically deletes these Ingres
checkpoint and journal files. Command Hvrlogrelease can make cloned copies of these files so that HVR's capture
is not affected when these files are purged by the site's backup/recovery regime. When the capture job no longer
needs these cloned files, then Hvrlogrelease will delete them again.

Integrate and Refresh

HVR supports integrating changes into Ingres and Vector locations. HVR uses Ingres OpenAPI interface to write data
to Ingres/Vector during Integrate and Refresh. For Integrate with /Burst and Bulk Refresh, HVR uses Ingres SQL "
copy table ... () from program" command. This section describes the configuration requirements for integrating
changes (using Integrate) into Ingres and Vector locations. For the list of supported Ingres and Vector versions, into
which HVR can integrate changes, see Integrate changes into location in Capabilities.

For HVR to integrate changes into an Ingres installation on a remote machine, special database roles (hvr_integrate
, hvr_refresh and hvr_scheduler) must be created in that Ingres installation. Execute the following script to create
these roles:

In UNIX & Linux,
$ sqgl iidbdb < $HVR HOVE/ sql /i ngres/ hvrrol ecreate. sql
In Windows,

C\>sql iidbdb < %VR HOVE% sql \i ngres\ hvrrol ecreate. sql

©2020 HVR Software. All Rights Reserved.


https://www.hvr-software.com/docs/display/HVR5/Capabilities#Capabilities-Integrate
https://www.hvr-software.com/docs/display/HVR5/Capabilities

HVR User Manual - 5.7 246

Requirements for Kafka

Contents

® |nstallation Dependencies
® Location Connection
® SSL Options
® |ntegrate and Refresh Target
® Kafka Message Format
®* Metadata for Messages
® Kafka Message Bundling and Size
® Syncing Kafka, Interruption of Message
Sending, and Consuming Messages with
Idempotence
* Kafka Message Keys and Partitioning
® Known Issue

This section describes the requirements, access privileges, and other features of HVR when using Kafka for
replication. For information about compatibility and supported versions of Kafka with HVR platforms, see Platform
Compatibility Matrix.

For the Capabilities supported by HVR on Kafka, see Capabilities for Kafka.

To quickly setup replication into Kafka, see Quick Start for HVR - Kafka.

Installation Dependencies

On Linux, to use either of the Kafka authentication Mechanism - User Name and Password or Kerberos (see

Location Connection below), HVR requires the library libsasl2.s0.2 to be installed. This library is part of Cyrus SASL
and can be installed as follows:

d Hat Linux, CentCS

$ yuminstall cyrus-sasl # On Re
# On SUSE Li nux

$ zypper install cyrus-sasl

There are no special requirements for installing Kafka on Windows.

Location Connection

This section lists and describes the connection details required for creating Kafka location in HVR. HVR uses
librdkafka (C library which talks Kafka's protocol) to connect to Kafka.
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@ Mew Location

Location

Location

Description | Kafka location

Node
Fort
[SsIRemoteCertificate

[CloudLicense

() MySQL/MariaDB/Auror .,

Connection Group Membership

[] Connect to HVR on remate machine

Login

ry

1| Password

Kafka

O HANA Broker| 192.168.10.251 Port|9092 2| 4
() Teradata Authentication
O Snowflake Mechanism Mo Authentication -
() Greenplum User
(O Redshift Password
(O Hive ACID Service Name
() File / FTP / Sharepaint Client Principal
O Azure DLS Client Key Tab
Az Blob FS
O Azure Blo Default Topic |{hvr_th|_name} |
() HDFs _
Schema Reqgistry (Avro) |192.168.1EI.251:8I381
() s3
() salesforce 55L Options
@ Kafka v
Test Connection Cancel Help
Field Description
Kafka
Broker The hostname or IP address of the Kafka broker server.
Example: 192.168.10.251
Port The TCP port that the Kafka server uses to listen for client connections. The default

Authentication

port is 9092.
Example: 9092

A HVR supports connecting to more than one Kafka broker servers. Click to

add more Kafka brokers.
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Mechanism

User

Password

Service Name

Client Principal

Client Key Tab

Default Topic

Schema Registry (Avro)

SSL Options

SSL Options

The authentication mode for connecting HVR to Kafka server (Broker). Available
options:

®* No Authentication (default)

® User Name and Password

® Kerberos
On Linux, to use User Name and Password or Kerberos, HVR requires the
library libsasl2.s0.2 to be installed. For more information, see Installation
Dependencies.

The username to connect HVR to Kafka server.
This field is enabled only if Mechanism is User Name and Password.

The password of the User to connect HVR to Kafka server.
This field is enabled only if Mechanism is User Name and Password.

The Kerberos Service Principal Name (SPN) of the Kafka server.
This field is enabled only if Mechanism is Kerberos.

The full Kerberos principal of the client connecting to the Kafka server. This is
required only on Linux.
This field is enabled only if Mechanism is Kerberos.

The directory path where the Kerberos keytab file containing key for Client Principal

is located.
This field is enabled only if Mechanism is Kerberos.

The Kafka topic to which the messages are written.
Example: {hvr_tbl_name}_avro

The http:// or https:// URL of the schema registry to use Confluent compatible
messages in Avro format. For more information, see Kafka Message Format.
Example: http(s)://192.168.10.251:8081

Show SSL Options.

& ssL

] Enable 551
551 Public Certificate

S5L Private Key
Client Private Key Password

roker CA Path

m

Cancel

Field

Enable SSL

SSL Public Certificate

SSL Private Key

Description

Enable/disable (one way) SSL. If enabled, HVR authenticates the Kafka server by

validating the SSL certificate shared by the Kafka server.

The directory path where the .pem file containing the client's SSL public certificate

is located.

The directory path where the .pem file containing the client's SSL private key is

located.
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Client Private Key The password of the private key file that is specified in SSL Private Key.
Password
Broker CA Path The directory path where the file containing the Kafka broker's self-signed CA

certificate is located.

Integrate and Refresh Target

HVR allows you to Integrate or Refresh changes into Kafka as a target location. HVR uses librdkafka to send data
packages into Kafka message bus during Integrate (continuous) and Refresh (bulk).

This section describes the configuration requirements for integrating changes (using Integrate and HVR Refresh)
into Kafka location. For the list of supported Kafka versions, into which HVR can integrate changes, see Integrate
changes into location in Capabilities.

Kafka Message Format

HVR's Kafka location sends messages in JSON format by default, unless the location option Schema Registry
(Avro) is used, in which case each message uses compact AVRO-based format. Note that this is not a true AVRO
because each message would not be a valid AVRO file (e.g. no file header). Rather, each message is a 'micro
AVRO', containing fragments of data encoded using AVRO data type serialization format. Both JSON (using mode
SCHEMA_PAYLOAD, see FileFormat /JsonMode) and the 'micro AVRO' format conform to Confluent's 'Kafka
Connect' message format standard and can be used with any implementation of Kafka sink connectors. When Kafka
location is configured with option Schema Registry (Avro) (see section Location Connection above), action

FileFormat with parameters /Json, /Xml, /Csv, /AvroCompression or /Parquet cannot be used.

A If you want to use the Cloudera Schema Registry, you must use it in the Confluent compatible mode. This
can be achieved by indicating the URL in the following format: http://FQDN:PORT/api/vl/confluent, where
FQDN:PORT is the address of the Cloudera Schema Registry specified in the Schema Registry (Avro) field
when configuring the location (see section Location Connection above).

Action FileFormat parameters /Xml, /Csv, /Avro or /Parquet can be used to send messages in other formats. If
parameter /Avro is chosen without enabling location option Schema Registry (Avro) then each message would be
a valid AVRO file (including a header with the schema and column information), rather than Kafka Connect's more
compact AVRO-based format.

The Kafka messages should also contain special columns containing the operation type (delete, insert and update)
and the sequence number. For achieving this, define action ColumnProperties for the Kafka location as mentioned
below:

Group Table Action

KAFKA * ColumnProperties /Name=op_val /Extra /Datatype=integer /IntegrateExpression=
"{hvr_op}"
KAFKA * ColumnProperties /Name=integ_seq /Extra /Datatype=varchar /Length=36

/IntegrateExpression="{hvr_integ_seq}" /TimeKey

Metadata for Messages

To process HVR's messages, a Kafka consumer will often need metadata (table and column names, data types etc)
about the replicated table. If the location is defined with option Schema Registry (Avro) then it can read this from
that registry. For JSON format with the default mode (SCHEMA_PAYLOAD), each message contains this
information. Another way to include metadata to each message is to add actions ColumnProperties /Extra
/IntegrateExpression to add values like {hvr_tbl_name} and {hvr_op}.
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Kafka Message Bundling and Size

By default, each Kafka message contains just one row, regardless of the format chosen. Multiple rows can be
bundled into a single message using Integrate /MessageBundling with either of the following bundling modes:

® CHANGE: update message contains both 'before' and 'after' rows, inserts and deletes just contain one row

® TRANSACTION: message contains all rows associated with a captured transaction

® THRESHOLD: message is filled with rows until it reaches limit. Bundled messages simply consist of the
contents of several single-row messages concatenated together.

For more information on bundling modes, refer to section /MessageBundling on the Integrate page.

Although bundling of multiple rows can be combined with the Kafka Connect compatible formats (JSON with default
mode SCHEMA_ PAYLOAD), the resulting (longer) messages no longer conform to Confluent's 'Kafka Connect'
standard.

For bundling modes TRANSACTION and THRESHOLD, the number of rows in each message is affected by action
Integrate /MessageBundlingThreshold (default is 800,000). For those bundling modes, rows continue to be
bundled into the same message until after this threshold is exceeded. After that happens, the message is sent and
new rows are bundled into the next message.

Parameter /MessageBundlingThreshold has no effect on the bundling modes ROW or CHANGE.

By default, the minimum size of a Kafka message sent by HVR is 4096 bytes; the maximum size of a Kafka message
is 1,000,000 bytes; HVR will not send a message exceeding this size and will instead give a fatal error; if Integrate
/MessageCompress parameter is used, this error will be raised by a Kafka broker. You can change the maximum
Kafka message size that HVR will send by defining $HVR_KAFKA_MSG_MAX_BYTES, but ensure not to exceed
the maximum message size configured in Kafka broker (settings message.max.bytes). If the message size exceeds
this limit then the message will be lost.

HVR_KAFKA_MSG_MAX_ BYTES works in two ways:

® checks the size of a particular message and raises an HVR error if the size is exceeded even before
transmitting it to a Kafka broker.
® checks the maximum size of compressed messages inside the Kafka transport protocol.

If the message is too big to be sent because it contains multiple rows, then less bundling (e.g.
/MessageBundling=ROW) or using a lower MessageBundlingThreshold can help reducing the number of rows in
each message. Otherwise, the number of bytes used for each row must be lowered; either with a more compact
message format or even by actually truncating a column value (by adding action ColumnProperties /TrimDatatype
to the capture location).

Syncing Kafka, Interruption of Message Sending, and Consuming Messages with
Idempotence

An HVR integrate job performs a sync of messages sent into Kafka at the end of each integrate cycle, instead of after
each individual message. This means if the job is interrupted while it is sending messages, and when it is restarted,
the sending of multiple rows from the interrupted cycle may be repeated. Programs consuming Kafka messages
must be able to cope with this repetition; this is called being 'idempotent’. One technique to be idempotent is to track
an increasing sequence in each message and use detect which messages have already been processed. A column
with such an increasing sequence can be defined using action ColumnProperties /Name=integ_key /Extra
/Datatype=varchar /Length=32 /IntegrateExpression="{hvr_integ_seq}". If HVR resends a message, its contents
will be identical each time, including this sequence number.

Kafka Message Keys and Partitioning

Kafka messages can contain a 'key' which Kafka uses to put messages into partitions, so consuming can be
parallelized. HVR typically puts a key into each message which contains a hash computed from values in the
'distribution key' column of each row. This key is present only if the messages are in JSON or AVRO format. It is not
present when the message bundling (/MessageBundling) mode is TRANSACTION or THRESHOLD.
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Known Issue

When using Kafka broker version 0.9.0.0 or 0.9.0.1, an existing bug (KAFKA-3547) in Kafka causes timeout error in
HVR.

The workaround to resolve this issue is to define action Environment for the Kafka location as mentioned below:

Group Table Action
KAFKA * Environment /Name=HVR_KAFKA_BROKER_VERSION /Value=0.9.0.1

Note that if the Kafka broker version used is 0.9.0.0 then /Value=0.9.0.0

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 252

Requirements for MySQL and MariaDB

Since v5.2.3/15

Contents

® Location Connection
* HUB
® Grants for Hub
® Capture
® Grants for Capture
® Binary Logging
® Binary Logging for Regular MySQL
® Binary Logging for Amazon RDS for
MySQL and Aurora MySQL
® Integrate and Refresh Target
® Grants for Integrate and Refresh Target
® Prerequisites for Bulk Load
® Burst Integrate and Bulk Refresh
® Compare and Refresh Source
® Grants for Compare and Refresh Source

This section describes the requirements, access privileges, and other features of HVR when using MySQL/MariaDB

/Aurora MySQL for replication. For information about compatibility and supported versions of MySQL/MariaDB with
HVR platforms, see Platform Compatibility Matrix.

For the Capabilities supported by HVR on MySQL, MariaDB, and Aurora MySQL, see Capabilities for MySQL,
Capabilities for MariaDB, and Capabilities for Aurora MySQL respectively.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

Location Connection

This section lists and describes the connection details required for creating MySQL/MariaDB/Aurora MySQL location
in HVYR. HVR uses MariaDB's native Connector/C interface to connect, read, and write data to MySQL/MariaDB
/Aurora MySQL. HVR connects to the MySQL/MariaDB/Aurora MySQL server using the TCP protocol.
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@® New Location X
Location
Location
Description | MySQL location

Connection Group Membership
|:| Connect to HVR on remote machine
Mode Login
Port = | Password
/SsIRemoteCertificate
() 5QL Server ~  Database Connection
() DB2 Linux/Unix/Windo Mode |192.1ss.12?.129 |
() D82 for | Port  |3306 =]
() DB2 for z/05 Datahase|mytestdh |
(O PostgreSQL/Aurora User |hvruser |
@ MySQL/MariaDB/Auror Passwnrd|||||||| |
() HANA
() Teradata
() snowflake
() Greenplum
() Redshift
() Hive ACID
() File { FTP [ Sharepoint
() Azure DLS v
Test Connection Cancel Help
Field Description
Node The hostname or IP-address of the machine on which the MySQL/MariaDB server is running.
Example: 192.168.127.129
Port The TCP port on which the MySQL/MariaDB/Aurora MySQL server is expecting connections.

Example: 3306

Database The name of the MySQL/MariaDB/Aurora MySQL database.

Example: mytestdb

User The username to connect HVR to MySQL/MariaDB/Aurora MySQL Database.

Example: hvruser

Password The password of the User to connect HVR to MySQL/MariaDB/Aurora MySQL Database.

HUB

HVR allows you to create hub database in MySQL/MariaDB/Aurora MySQL. The hub database is a small database
which HVR uses to control its replication activities. This database stores HVR catalog tables that hold all
specifications of replication such as the names of the replicated databases, the list of replicated tables, and the

replication direction.
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Grants for Hub

To capture changes from source database or to integrate changes into target database the HVR hub database User
(e.g., hvruser) requires the following grants:

® Permission to create and drop HVR catalog tables.

Capture

Since v5.3.1/13

HVR supports capturing changes from MySQL/MariaDB (includes regular MySQL, MariaDB, Amazon RDS for
MySQL, and Aurora MySQL) location. HVR uses MariaDB's native Connector/C interface to capture data from
MySQL/MariaDB. For the list of supported MySQL, MariaDB or Aurora MySQL versions from which HVR can capture
changes, see Capture changes from location in Capabilities.

There are two log read methods supported for capturing changes from MySQL/MariaDB: SQL and DIRECT. In terms
of capture speed and database resource consumption, there is no much difference between using SQL or DIRECT
method for capturing from a MySQL/MariaDB location.

By default, HVR captures changes from MySQL/MariaDB using the SQL log read method (Capture
/LogReadMethod=SQL).

The DIRECT method requires:

® an HVR agent to be installed on the MySQL/MariaDB source database server
® the Operating System (OS) user the HVR is running under must have grants to read from binary log files.

A From HVR 5.3.1/13 to HVR 5.3.1/20, capturing changes from MySQL using the DIRECT connection method
is not available. Because of this behavior, the option Capture /LogReadMethod is not available for these
versions of MySQL.

Grants for Capture

To capture changes from MySQL the User requires the following grants:

grant replication client on *.* to 'hvruser' @%
grant replication slave on *.* to 'hvruser' @% ;

grant select on *.* to 'hvruser' @% ;

Binary Logging

In MySQL, the transaction updates are recorded in the binary logs. For HVR to capture changes, the binary logging
should be configured in MySQL database. MySQL allows you to define system variables (parameters) at server level
(global) and at session level. The configuration for binary logging should be strictly defined as mentioned in this
section. Defining parameters not mentioned in this section can lead to HVR not capturing changes.

For more information about binary logging, search for "binary logging"” in MySQL Documentation.

A If binary logging is not enabled in MySQL, a similar error is displayed in HVR: "hvrinit: F_JDOACS: The
'SHOW MASTER STATUS' command returned no results. Please check that the binary logging is enabled
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Binary Logging for Regular MySQL
The following parameters should be defined in MySQL configuration file my.cnf (Unix) or my.ini (Windows):

® |og_bin=0ON - to enable binary logging in MySQL.

®* binlog_format=ROW - to set the binary logging format.

®* binlog_row_image=full or binlog_row_image=noblob - to determine how row images are written to the
binary log.

Binary Logging for Amazon RDS for MySQL and Aurora MySQL

This section provides information required for configuring binary logging in Amazon RDS for MySQL and Aurora
MySQL database.

1. To enable binary logging, perform the steps mentioned in Amazon documentation - How do | enable binary
logging for Amazon Aurora for MySQL?.
While performing the steps to enable binary logging, the following parameters should be defined:
® binlog_format=ROW - to set the binary logging format.
® binlog_checksum=CRC32 or binlog_checksum=NONE - to enable or disable writing a checksum for
each event in the binary log.
2. For Aurora MySQL, the cluster should be restarted after enabling the binary logging. The replication will begin
only after restarting the cluster.

3. Backup retention period in Amazon RDS fo48(a)-0484yDQL.
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call nysql.rds_set_configuration('binlog retention hours', 24);

To display the current setting, use the mysql.rds_show_configuration stored procedure:

call nysql.rds_show configuration;

Integrate and Refresh Target

HVR supports integrating changes into MySQL/MariaDB (includes regular MySQL, MariaDB, Amazon RDS for
MySQL, and Aurora MySQL) location. This section describes the configuration requirements for integrating changes
(using Integrate and refresh) into MySQL/MariaDB location. For the list of supported MySQL or Aurora MySQL
versions, into which HVR can integrate changes, see Integrate changes into location in Capabilities.

HVR uses MariaDB's native Connector/C interface to write data into MySQL/MariaDB during continuous Integrate
and row-wise Refresh. For the methods used during Integrate with /Burts and Bulk Refresh, see section '‘Burst
Integarte and Bulk Refresh' below.

Grants for Integrate and Refresh Target
To integrate changes into MySQL/MariaDB location, User requires the following grants:

® Permission to read and change replicated tables.
grant select, insert, update, delete on tbhl to hvruser

® Permission to create and drop HVR state tables.

Prerequisites for Bulk Load
The two options available to use bulk load during Refresh or Integrate in MySQL/MariaDB are:

1. Direct loading by the MySQL/MariaDB server. The following conditions should be satisfied to use this option:
® The User should have FILE permission.
® The system variable (of MySQL/MariaDB server) secure_file_priv should be set to " (blank).
2. Initial loading by the MySQL/MariaDB client followed by MySQL/MariaDB server. The following condition
should be satisfied to use this option:
® The system variable (of MySQL/MariaDB client and server) local_infile should be enabled.

Burst Integrate and Bulk Refresh

While HVR Integrate is running with parameter /Burst and Bulk Refresh, HVR can stream data into a target
database straight over the network into a bulk loading interface specific for each DBMS (e.g. direct-path-load in
Oracle), or else HVR puts data into a temporary directory (‘staging file") before loading data into a target database.

For best performance, HVR performs Integrate with /Burst and Bulk Refresh into a MySQL/MariaDB location using
staging files. HVR implements Integrate with /Burst and Bulk Refresh (with file staging) into MySQL/MariaDB as
follows:

Server File Staging - Direct Loading

1. HVR first stages data to a server local staging file (file write)
2. HVR then uses MySQL command 'load data’ to load the data into MySQL/MariaDB target tables

Client File Staging - Initial Loading
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1. HVR first stages data to a client local staging file (file write)
2. HVR then uses MySQL command 'load data local' to ingest the data into MySQL/MariaDB target tables

To perform Integrate with parameter /Burst and Bulk Refresh, define action LocationProperties on MySQL
/MariaDB location with the following parameters:

® /StagingDirectoryHvr: a directory local to the MySQL/MariaDB server which can be written to by the HVR
user from the machine that HVR uses to connect to the DBMS.
® /StagingDirectoryDb: the location from where MySQL/MariaDB will access the temporary staging files.

For MySQL on-premise, you can either define both parameters (/StagingDirectoryHvr and /StagingDirectoryDb) or
define only one parameter (/StagingDirectoryHvr).

For MySQL on cloud, you should define only one parameter (/StagingDirectoryHvr).

A In MySQL bi-directional channel, Bulk Refresh may result in looping truncates on either side of the bi-
directional channel. For a workaround, refer to section MySQL Bi-directional Replication.

Compare and Refresh Source

HVR supports compare and refresh in MySQL/MariaDB location. This section describes the configuration
requirements for performing compare and refresh in MySQL/MariaDB (source) location.

Grants for Compare and Refresh Source

To perform HVR Compare or HVR Refresh(in Source Database), the User requires the following grant to read the
replicated tables:

grant select on tbl to hvruser
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Requirements for Oracle
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This section describes the requirements, access privileges, and other features of HVR when using Oracle for
replication.

For the Capabilities supported by HVR on Oracle, see Capabilities for Oracle.

For information about the supported data types and mapping of data types in source DBMS to the corresponding
data types in target DBMS or file format, see Data Type Mapping.

To quickly set up replication using Oracle, see Quick Start for HVR - Oracle.

Supported Editions
HVR supports the following Oracle editions:

® Enterprise edition
® Standard edition (since HVR 5.6.0/0)

HVR log-based capture is not supported on Oracle 18c Express Edition because the supplemental logging
settings cannot be modified in this edition.

For information about compatibility and supported versions of Oracle with HVR platforms, see Platform Compatibility
Matrix.

Location Connection

This section lists and describes the connection details required for creating the Oracle location in HVR. HVR uses
Oracle's native OCI interface to connect to Oracle.
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@ New Location

Location

Location ora

Description | Oracle location

Connection Group Membership

[] Connect to HVR on remote machine

MNode
Port
/SsIRemoteCertificate

/CloudLicense

Login

'y

= | Password

Class ~  Database Connection
@) oracle ORACLE_HOME | D:\oracle
(O Ingres / Vector(H) @ ORACLE_SID [HVR1220
() sqL Server O Tns
O DB2 Linu/Unix/Windoy () gac SCAN .
() DB2 for i Service
() DB2 for /05 User |
O PostgreSQL/Aurora Password |
O MySQL/MariaDB/Auror Above is for Redo access only;
O HANA either for Data Guard (non-active) Standby or Root Container for LogMiner
() Teradata Primary Connection for selecting data
(O snowflake TNS  [HVR11UTF8 |
(O Greenplum User |h1.rruser |
O Redshift PaSE:I,.'JDrd|I-I-I-I-I-I-I-I- |
() Hive ACID
() File { FTP [ Sharepoint
() Azure DLS v

Test Primary Connection| |Test Database Connection Cancel

Field

Database Connection

Oracle_Home

Oracle_SID

TNS

Description

The directory path where Oracle is installed.

Example: D:\oracle

The unique name identifier of the instance/database.

Example: HYR1900

The connection string for connecting to an Oracle

database. The format for the connection string is host:
port/service_name. Alternatively, the connection details
can be added into the clients tnsnames.ora file and
specify that net service name in this field.

Example: myserver:1522/HVR1900
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RAC

User
Password

Above is for Redo access only;
either for Data Guard (non-Active) Standby or
Root Container for LogMiner

Primary Connection for selecting data

TNS

User

Password

Hub

262

Parameters for connecting to RAC using SCAN
configuration.

® SCAN: Single Client Access Name (SCAN) DNS
entry which can be resolved to IP address.

® Service: The instance service_name.
Example: HYR1900

Ensure that EZCONNECT is specified by the
NAMES.DIRECTORY_PATH parameter in the sql
net.ora file.

Example: NAMES.DIRECTORY_PATH=
(ezconnect, thsnames)

The username to connect HVR to the Oracle database.
Example: redohvruser

The password of the User to connect HVR to the Oracle
database.

Show/hide Primary Connection for selecting data.

When this field is selected, the above fields Oracl
e_SID or TNS or RAC and User are used for
connecting to the Data Guard Standby Database
or Root Container for LogMiner.

The connection string for connecting to the primary
Oracle database. The format for the connection string is h
ost:port/service_name.

Example: myserver:1522/HVR1220

The username to connect HVR to the primary Oracle
database.
Example: hvruser

The password of the User to connect HVR to the primary
Oracle database.

HVR allows you to create a hub database (schema) in Oracle. The hub database is a repository that HVR uses to
control its replication activities. This repository stores HVR catalog tables that hold all specifications of replication
such as the names of the replicated databases, the list of replicated tables, and the replication direction.
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Grants for Hub Schema
The hub database (schema) can be located inside an Oracle instance on the hub machine, or it can be located on

another machine and connected using a TNS connection. The following grants are required for hub database user (e.
g. hvruser):

grant create session to hvruser;
grant create table to hvruser;
grant create trigger to hvruser;
grant create procedure to hvruser;

Capture
HVR allows you to Capture changes from an Oracle database. This section describes the configuration requirements
for capturing changes from the Oracle location. For the list of supported Oracle versions, from which HVR can

capture changes, see Capture changes from location in Capabilities.

By default, HVR performs log-based capture.

Table Types
HVR supports capture from the following table types in Oracle:

® Ordinary (heap-organized) tables
® Partitioned tables
® Index-organized tables

Grants for Log-Based Capture

HVR does log-based capture if action Capture is defined. HVR can either connect to the database as the owner of
the replicated tables, or it can connect as a special user (e.g. hvruser).

1. The database User must be granted the create session privilege.

grant create session to hvruser;

2. To improve the performance of HVR Initialize for channels with a large number of tables (more than 150),
HVR creates a temporary table (hvr_sys_table) within a schema.
For HVR to automatically create this temporary table the User must be granted create table privilege.

If you do not wish to provide create table privilege to the User, the alternative method is to manually
create this temporary table using the SQL statement:

create global tenporary table hvr_sys table (table_name varchar(128),
t abl e_owner varchar(128));

This temporary table is not used when capturing from a Data Guard standby database.

3. To replicate tables that are owned by other schemas (using action TableProperties /Schema) the User must
be also granted select any table privilege, or the user should be given individual table-level select privileges.
4. The User must be granted select privilege for the following data dictionary objects:
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grant sel ect on sys.v_S$archive_dest to hvruser;

grant select on sys.v_$archived_|log to hvruser;

grant select on sys.v_$database to hvruser;

grant sel ect on sys.v_$database_incarnation to hvruser;
/* Required for identifying the redo files located on DirectNFS */
grant select on sys.v_$dnfs files to hvruser;

/* Required for decryption */

grant select on sys.v_S$encryption_wallet to hvruser;
grant select on sys.v_$log to hvruser;

grant select on sys.v_$logfile to hvruser;

/* Required for Oracle SQ./LogM ner node. */

grant select on sys.v_$logmmr_contents to hvruser;
grant select on sys.v_$nls_paraneters to hvruser;

grant select on sys.v_$paraneter to hvruser;

grant select on sys.v_$pdbs to hvruser;

/* Required for reading the value of 'filesystem o_options' paraneter which in
turn is used for reading the redo | ogs */

grant select on sys.v_$system paraneter to hvruser;
grant select on sys.all _cons_colums to hvruser;

grant select on sys.all_constraints to hvruser;

grant select on sys.all_ind_colums to hvruser;
grant select on sys.all_indexes to hvruser;
grant select on sys.all _lobs to hvruser;

grant select on sys.all _log_groups to hvruser;

grant select on sys.all_objects to hvruser;

grant select on sys.all_tab_cols to hvruser;

grant select on sys.all _tables to hvruser;

grant select on sys.all _triggers to hvruser;

grant select on sys.all_encrypted_colums to hvruser;
grant sel ect on sys.dba_tabl espaces to hvruser;

grant select on sys.obj$ to hvruser;

/* Required for Oracle 11g(11.2) fast-true feature. Since HVR version 5.6.5/3 and
5.6.0/9 */

grant select on sys.ecol$ to hvruser;

©2020 HVR Software. All Rights Reserved.



HVR User Manual - 5.7 265

grant select on sys.user$ to hvruser;

grant select on sys.col$ to hvruser;

grant select on sys.enc$ to hvruser;

grant select on sys.tabpart$ to hvruser;
grant sel ect on sys.tabsubpart$ to hvruser;

/* Following three grants are required for Refresh (option -qrw) and action
AdaptDDL */

grant select on sys.v_$l ocked_object to hvruser;
grant select on sys.v_$transaction to hvruser;

grant sel ect on sys.dba_objects to hvruser;

Alternatively, the User can be granted the select any dictionary privilege to read the data
dictionaries in Oracle's SYS schema.

grant select any dictionary to hvruser;

5. To capture create table statements and add supplemental logging to the newly created table(s), the User
must be granted the following privilege:

grant alter any table to hvruser;

6. To use action DbSequence, the User must be granted the following privileges:

grant sel ect any sequence to hvruser;

grant select on sys.seq$ to hvruser;

An alternative to all of the above grants is to provide the sysdba privilege to the Oracle User (e.g. hvruser):
® On Unix and Linux, add the user name used by HVR to the line in /etc/group for the Oracle sysadmin

group.
® On Windows, right-click My Computer and select Manage Local Users and Groups Groups
ora_dba Add to Group Add.

Related Topics Extra Grants for Supplemental Logging, Extra Grants For Accessing Redo Files Over
TNS, Extra Grants for LogMiner, Extra Grants for Amazon RDS for Oracle
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Supplemental Logging

HVR needs the Oracle supplemental logging feature enabled on replicate tables that it replicates. Otherwise, when
an update is done, Oracle will only log the columns which are changed. But HVR also needs other data (e.g. the key
columns) so that it can generate a full update statement on the target database. The Oracle supplemental logging
can be set at the database level and on specific tables. In certain cases, this requirement can be dropped. This
requires ColumnProperties /CaptureFromRowld to be used and is explained below.

The very first time that HVR Initialize runs, it will check if the database allows any supplemental logging at all. If it is
not, then HVR Initialize will attempt statement alter database add supplemental log data (see Extra Grants for
Supplemental Logging to execute this statement). Note that this statement will hang if other users are changing
tables. This is called 'minimal supplemental logging'; it does not actually cause extra logging; that only happens once
supplemental logging is also enabled on a specific table. To see the status of supplemental logging, perform query
select log_group_type from all_log_groups where table_name='mytab’' .

The current state of supplemental logging can be checked with query select supplemental_log_data_min,
supplemental_log_data_pk, supplemental_log_data_all from v$database. This query should return at least [
'YES', 'NO', 'NO'].

Supplemental logging can be easily disabled (alter database drop supplemental log data).

HVR Initialize will normally only enable supplemental logging for the key columns of each replicated table, using
statement alter table tabl add supplemental log data (primary key) columns. But in some cases, HVR Initialize
will instead perform alter table tabl add supplemental log data (all) columns. This will happen if the key defined in
the replication channel differs from the Oracle table's primary key, or if one of the following actions is defined on the
table:

® On the capture location:
® ColumnProperties /CaptureExpression
® Restrict with /CaptureCondition , /HorizColumn
® TableProperties /DuplicateRows
® On the target location:
®* FileFormat /BeforeUpdateColumns
® On any location:
® CollisionDetect
ColumnProperties with /IntegrateExpression , /Key or /TimeKey
Integrate with /DbProc or /Resilient
Integrate /RenameExpression
Restrict with /AddressTo or /IntegrateCondition

Supplemental Log Data Subset Database Replication

HVR does not support the 'Supplemental Log Data Subset Database Replication' option on Oracle 19c and higher
versions. This feature must be disabled for your Oracle database when using HVR for replication.
To verify whether the database is enabled for subset database replication ("YES' or 'NQO"), run the following command:
sel ect suppl emental _| og_data_sr from v$dat abase;
To disable this option, run the following command:
al ter database drop suppl enental |og data subset database replication;

Capturing from Oracle ROWID

If none of the above requirements force HVR to enable supplemental logging on all columns, the requirement for
supplemental logging on key columns can be removed, if the channel is configured with ColumnProperties
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/CaptureFromRowld and ColumnProperties /SurrogateKey. When these actions are defined, HVR will consider
the Oracle rowid column as part of the table and will use it as the key column during replication, and integrate it into
the target database.

The following two additional actions should be defined to the channel to instruct HVR to capture rowid values and to
use them as surrogate replication keys. Note that these actions should be added before adding tables to the channel.

Sour ColumnProperties /Name=hvr_rowid /Capture This action should be defined for capture locations only.
ce  FromRowld

* ColumnProperties /Name=hvr_rowid /Surroga This action should be defined for both capture and
teKey integrate locations.

Extra Grants for Supplemental Logging

The User must have the privileges mentioned in sections Grants for Log-Based Capture and the following grants for
using supplemental logging:

1. To execute alter database add supplemental log data the User must have the sysdba privilege. Otherwise,
HVR will write an error message which requests that a different user (who does have this privilege) execute
this statement.

2. If HVR needs to replicate tables that are owned by other schemas, then optionally the HVR user can also be
granted alter any table privilege, so that HVR Initialize can enable supplemental logging on each of the
replicated tables. If this privilege is not granted then HVR Initialize will not be able to execute the alter
table...add supplemental log data statements itself; instead, it will write all the statements that it needs to
execute into a file and then write an error message which requests that a different user (who does have this
privilege) execute these alter table statements.

Accessing Redo and Archive

The Oracle instance must have archiving enabled. If archiving is not enabled, HVR will lose changes if it falls behind
the redo logs or it is suspended for a time.

HVR supports capturing changes made by Oracle's direct load i nsert feature (e.g. using insert statements
with 'append hints' (insert /*+ append */ into)). For HVR to capture these changes:

a. a table/tablespace must not be in the NOLOGGING mode, because in this mode, data is inserted
without redo logging.

b. the archive log mode must be enabled.

Archiving can be enabled by running the following statement as sysdba against a mounted but unopened database:
alter database archivelog. The current state of archiving can be checked with query select log_mode from
v$database.

The current archive destination can be checked with the query select destination, status from v$archive_dest. By
default, this will return values USE_DB_RECOVERY_FILE_DEST, VALID, which means that HVR will read changes
from within the flashback recovery area. Alternatively, an archive destination can be defined with the following
statement: alter system set log_archive_dest_1='location=/disk1l/arch' and then restart the instance.

Often Oracle's RMAN will be configured to delete archive files after a certain time. But if they are deleted too quickly
then HVR may fail if it falls behind or it is suspended for a time. This can be resolved either by (a) re-configuring

RMAN so that archive files are guaranteed to be available for a specific longer period (e.g. 2 days), or by configuring

Hvrlogrelease . Note that if HVR is restarted it will need to go back to the start oldest transaction that was still open,
so if the system has long running transactions then archive files will need to be kept for longer.
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Managing Archive/Redo Log files

If log-based capture is defined for an Oracle database (action Capture) then HVR may need to go back to reading
the Oracle archive/redo files. But each site has an existing backup/recovery regime (normal RMAN) that periodically
deletes these Oracle archive files. There are two ways to ensure that these archive files are available for HVR:

® Configure RMAN so that the archive files are always available for sufficient time for the HVR capture job(s).
The 'sufficient time' depends on the replication environment; how long could replication be interrupted for, and
after what period of time would the system be reset using an HVR Refresh.

® |nstall command Hvrlogrelease on the source machine to make cloned copies of the archive files so that
HVR's capture is not affected when these files are purged by the site's backup/recovery regime. When the
capture job no longer needs these cloned files, then Hvrlogrelease will delete them again.

Capturing from Oracle Data Guard Physical Standby

HVR can perform log-based capture from a Data Guard (DG) physical standby database, as well as from Active Data
Guard (ADG) physical database using direct capture.

Grants for Capturing from Data Guard Physical Standby Databases

®* The HVR user must have a sysdba privilege when capturing from a non-Active Data Guard physical standby
database.

® To capture from an Active Data Guard physical standby database, the privileges described in Grants for Log-
Based Capture apply.

HVR does not support SQL-based capture from a Data Guard physical standby database.

Active Data Guard
To capture from an Active Data Guard physical standby database, the following steps are required:

® Configure the standby database as the HVR location (see below) and define action Capture for the location.
® Configure archiving on the standby database.

® Set the necessary log-based capture grants

® Configure supplemental logging on the primary database.

HVR can also capture from an Oracle database that was previously a Data Guard physical database target.

If HVR was capturing changes from one primary Oracle database and a lossless role transition occurs (so that a
different Data Guard physical standby database becomes the new primary one), HVR can continue capturing from
the new primary, including capturing any changes which occurred before the transition.

This process is automatic providing that the HVR location is connecting to Oracle in a way which ‘follows the
primary'. When the capture job connects to the database again, it will continue to capture from its last position (which
is saved on the hub machine).

Operator intervention is required if a failover took place requiring an OPEN RESETLOGS operation to open
the primary database. To start reading transaction logs after OPEN RESETLOGS, perform HVR Initialize
with option Table Enrollment.

Location Connection for Active Data Guard

Following are the connection details required for creating an ADG physical standby database location in HVR:
@

Location

I mrshine I —
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[Ty =

Description |Orade Artive Data Guard standby database

Connection Group Membership

|:| Connect to HVR. on remate machine

Po = | Password

SslRemoteCertificate

(CloudLicense
Class #  Database Connection
@ Crade ORACLE_HOME | jdbforacle/1900 |[.-:
O Ingres / Vector(H) @ ORACLE_SID [HyR 1500 |
() SQL Server ) s
() DB2 Linux/Unix/MWindov ) RAC SCAN o
() DB2 fori _
(7) DB2 for z/OS Service
() PostgreSQL/Aurora User |SYS |
() MySQL/MariaDB/Aurors Password |"'"'"' |
() HAMA [] Above is for Redo access only;
() Teradata Eljﬂg‘ﬁﬂf;rr Data Guard (non-active) Standby or Root Container for
() Snowflake
() Greenplum
() Redshift
() Hive ACID

() File /FTP / Sharepoint

Test Connection Cancel Help

Field Description

Database Connection

ORACLE_HOME The directory path where the standby database is installed.
ORACLE_SID The unique name identifier of the standby database.

User The username to connect HVR to the standby database.

Password The password of the User to connect HVR to the standby database.

Non-Active Data Guard

To capture from a non-Active Data Guard physical standby database, the same steps as for Active Data Guard
should be done. But the HVR source location must be configured with two connections, one to the physical standby
database for access to the redo and one to the primary 